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## BEYOND ALL REASON

Pressure to raise scores on achievement tests dominates American education today. It shapes what is taught and how it is taught. It influences the problems students are given in math class (often questions from earlier tests), the materials they are given to read, the essays and other work they are required to produce, and often the manner in which teachers grade this work. It determines which educators are rewarded, punished, and even fired. In many cases it determines which students are promoted or graduate. This is the result of decades of "education reforms" that progressively expanded the amount of externally imposed testing and ratcheted up the pressure to raise scores. Although some people mistakenly identify these test-based reforms with the federal No Child Left Behind Act (NCLB) enacted in 2001, they began years earlier, and they will continue under the somewhat less draconian Every Student Succeeds Act (ESSA) that replaced NCLB in 2015.

A few examples will illustrate how extreme-often simply ab-surd-this focus on testing has become.

In 2012 two high schools in the Anaheim School District issued ID cards and day planners to students that were color-coded based on the students' performance on the previous year's standardized tests: platinum for those who scored at the "advanced" level, gold for those who scored "proficient," and white for everyone else. Students with premium cards were allowed to use a shorter lunch line and received discounts on entry to football games and other school activities. ${ }^{1}$

Newspapers are replete with reports of students who are so stressed by testing that they become ill during testing or refuse to come to school. In 2013, for example, eight New York school principals jointly sent a letter to parents that included this: "We know that many children cried during or after testing, and others vomited or lost control of their bowels or bladders. Others simply gave up. One teacher reported that a student kept banging his head on the desk, and wrote, 'This is too hard,' and 'I can't do this,' throughout his test booklet." ${ }^{2}$

In many schools it is not just testing itself that stresses students; they are also stressed by the unrelenting focus on scores and on their degree of preparation for the end-of-year accountability tests. For example, some schools post "data walls" that show each student's performance on practice tests used to prepare kids for the main event at the end of the year. This is intended to be motivating, but it shames some students. One third-grade teacher who caved in to pressure to post a data wall wrote this:
[One student,] I'll call her Janie, immediately noticed the two poster-size charts I'd hung low on the wall. Still wearing her jacket, she let her backpack drop to the floor and raised one finger to touch her name on the math achievement chart. Slowly, she traced the row of dots representing her scores for each state standard on the latest practice test. Red, red, yellow, red, green, red, red. Janie is a child capable of much drama, but that morning she just lowered her gaze to the floor and shuffled to her chair....

Even an adult faced with a row of red dots after her name for all her peers to see would have to dig deep into her hard-won sense of self to put into context what those red dots meant in her life and what she would do about them. An 8-year-old just feels shame. ${ }^{3}$

The press to test students has sometimes been taken to lengths that are both absurd and cruel. Valerie Strauss of the Washington Post wrote a number of reports about students with severe cognitive disabilities-one born with only a brain stem-who were forced to take high-stakes tests. When one of them lay dying in a morphine
coma, the school district refused to accept his mother's explanation that he was in hospice care and demanded written confirmation from the hospice agency that the student was indeed dying. ${ }^{4}$

Shauna Paedae is a National Board Certified mathematics teacher with a bachelor's degree in mathematics, a master's degree in statistics, and three decades of experience as a teacher. During the 2011-12 school year she taught advanced mathematics in a high school in Pensacola, Florida: International Baccalaureate Mathematical Studies, Calculus, and Algebra 2. All but two of her students were in the eleventh and twelfth grades. That year 50 percent of her performance evaluation was based on a "value added measure" (VAM), a measure intended to show how much her teaching had contributed to students' performance gains on the Florida Comprehensive Assessment Test (FCAT). However, there were no FCAT mathematics tests administered above grade 8. Instead her district based her VAM on the school-wide performance of students taking the tenth-grade FCAT reading test-a test in a different subject administered, with only two exceptions, to different students in an earlier grade.

Kim Cook is a first-grade teacher in Alachua County, Florida, who was selected as her school's Teacher of the Year in 2012-13. In 2011-12 she had the same problem as Shauna: there are no FCAT tests in first grade. They are first administered in the third grade, and because Kim's school enrolls only students in preschool through second grade, no students in her school took the FCATs. Her school board resolved this problem by basing 40 percent of her evaluation on the test scores of fourth- and fifth-grade students in another school.

Paedae and Cook were among a group of plaintiffs who sued the Florida commissioner of education, members of the state board of education, and their local school boards in 2013 in an attempt to put an end to the absurd practice of evaluating teachers based on the performance of students they don't even teach, often in subjects they don't teach, and sometimes in different schools. ${ }^{5}$

They lost.
In August 2014 Rebecca Holcombe, the Vermont secretary of education, reported seemingly dire information about the performance
of the state's schools. Like all states, Vermont accepts certain federal funds that require the state to follow the test-based accountability requirements of federal law-NLCB at that time, and now ESSA. Holcombe reported that under the terms of NCLB, every school in the state that had administered the state tests was classified as a low-performing school in need of improvement by the US Department of Education and was therefore subject to a series of escalating sanctions.

This bleak news, however, followed by less than a year another report from the US Department of Education indicating that in eighth-grade mathematics Vermont is very high performing, not only in comparison to other states but by international standards as well. For half a century the department has sponsored the National Assessment of Educational Progress (NAEP), a set of tests administered to representative samples of students across the country. The NAEP is widely considered the best test for monitoring overall trends in the performance of American students. The department linked the NAEP to the Trends in International Mathematics and Science Study (TIMSS) assessment, one of the two leading international comparative tests, "to provide each state with a way to examine how their students compare academically with their peers around the world in mathematics and science." ${ }^{6}$ The study included all fifty states as well as forty-seven countries. In eighth-grade mathematics Vermont ranked seventh; its average score was exceeded only by of Massachusetts and five East Asian countries that always score near the top in international comparisons of mathematics achievement: Japan, Hong Kong, Taipei, Singapore, and Korea. Vermont outscored Finland, often held up as a high-achieving country the United States should emulate, by a large margin.

Thus Holcombe had to report to parents and the public that in terms of the accountability policies that were mandated by law, every school in one of the highest-performing jurisdictions in the world-even the schools that were at the very top of Vermont's very high distribution of scores-were performing so badly that they deserved sanctions. To her credit, Holcombe (a former student of mine) resolved this absurd contradiction in a reasonable if under-
stated way. She wrote, "The Vermont Agency of Education does not agree with this federal policy, nor do we agree that all of our schools are low performing." Her sensible response, however, was very much an exception.

These examples, while extreme, are not anomalous. For example, Tennessee, like Florida, evaluates some teachers based on the scores obtained by students they don't teach, and in Tennessee as well, a lawsuit challenging this policy failed. ${ }^{7}$ New York State required that all teachers be evaluated with scores and gave districts the choice between finding tests for teachers for whom they had none-art teachers, for example-and evaluating those teachers with the scores of other teachers' students. New York City opted to follow the Florida model, with the exception that scores had to be from the same school. Vermont wasn't alone in having highperforming schools classified as failures under the provisions of NCLB; Washington, also a high-performing state, had nearly 90 percent of its schools classified as in need of improvement. There are abundant newspaper reports of teachers who are falsely classified as failing despite ample evidence that they are actually highly effective. Reports of students having somatic symptoms because of anxiety about high-stakes tests, or being forced to take them despite being ill, have appeared often in the media. And for every example that is so extreme as to be newsworthy, there are countless other unreported instances of misused test scores or undesirable responses to testing occurring in schools across the nation every day.

Test-based accountability has become an end in itself in American education, unmoored from clear thinking about what should be measured, how it should be measured, or how testing can fit into a rational plan for evaluating and improving our schools. It is hard to overstate how much this matters-for children, for educators, and for the American public.

The rationale for these policies is deceptively simple. American schools are not performing as well as we would like. They do not fare well in international comparisons, and there are appalling inequities across schools and districts in both opportunities for students and student performance. These problems have been
amply documented. The prescription that has been imposed on educators and children in response is seductively simple: measure student performance using standardized tests and use those measurements to create incentives for higher performance. If we reward people for producing what we want, the logic goes, they will produce more of it. Schools will get better, and students will learn more.

However, this reasoning isn't just simple, it's simplistic-and the evidence is overwhelming that this approach has failed. That is not to say it hasn't produced any improvements. It has. But these improvements are few and small. Hard evidence is limited, a consequence of our failure as a nation to evaluate these programs appropriately before imposing them on all children. The best estimate is that test-based accountability may have produced modest gains in elementary-school mathematics but no appreciable gains in either reading or high-school mathematics-even though reading and mathematics have been its primary focus. These meager positive effects must be balanced against the many widespread and serious negative effects. Test-based accountability has led teachers to waste time on all manner of undesirable test preparation-for example, teaching children tricks to answer multiple-choice questions or ways to game the rules used to score the tests. Testing and test preparation have displaced a sizable share of actual instruction, in a school year that is already short by international standards. Test-based accountability has led to a corruption of the ideals of teaching. In an apparently increasing number of cases, it has led to manipulation of the tested population (for example, finding ways to keep low achievers from being tested) and outright cheating, some instances of which have led to criminal charges and even imprisonment. And it has created gratuitous and often enormous stress for educators, parents, and, most important, students.

Ironically, our heavy-handed use of tests for accountability has also undermined precisely the function that testing is best designed to serve: providing trustworthy information about student achievement. It has led to "score inflation": increases in scores much higher than the actual improvements in achievement that they are supposedly measuring. This problem was predicted by measurement ex-
perts nearly seventy years ago, and we have more than twenty years of research showing that false gains are common and often very large. It's not uncommon for gains on high-stakes tests to be several times as large as they should be. The result is illusions of progress: student performance appears to be improving far more than it really is. This cheats parents, students, and the public at large, who are being given a steady stream of seriously misleading good news.

Perhaps even worse, these bogus score gains are more severe in some schools than in others. The purpose of test-based accountability system is to reward effective practice and encourage improvements. However, because score inflation varies from school to school and system to system, the wrong schools and programs are sometimes rewarded or punished, and the wrong practices may be touted as successful and emulated. And an increasing amount of evidence suggests that on average, schools that serve disadvantaged students engage in more test preparation and therefore inflate scores more, creating an illusion that the gap in achievement between disadvantaged and advantaged children is shrinking more than it is. This is another irony, as one of the primary justifications for the current test-based accountability programs has been to improve equity.

The evidence of these failures has been accumulating for more than a quarter century. Yet it is routinely ignored-in the design of educational programs, in public reporting of educational "progress," and in decisions about the fates of schools, students, and educators.

Don't make the mistake of thinking that these problems will disappear now that NCLB has finally been replaced. Test-based accountability was well established in this country before NCLB, and it will continue now that ESSA has replaced it. It's true that NCLB was a very poorly crafted set of policies-a train wreck waiting to happen, some of us said when it was enacted-and it did substantial harm. ESSA does remove some of the more draconian elements of NCLB, and that may help lessen some of the problems I describe here. Nevertheless, ESSA continues the basic model of test-based accountability, while returning to states just a fraction of the discretion they had in implementing this model before NCLB
was enacted. Individual states started this ball rolling decades ago, so there isn't much reason to expect that they would turn in a fundamentally different direction now, even if ESSA permitted them to. And in any case, it doesn't let them change course anywhere nearly as much as I argue they should.

This book documents the failures of test-based accountability. I will describe some of the most egregious misuses and outright abuses of testing, and I will document some of the most serious negative effects. I'll explain why these effects have occurred. To put these harms into perspective, I will also describe the modest positive effects the testing policies have had.

Supporters of our current system will no doubt want to dismiss this book as yet another anti-testing or anti-accountability screed. It's neither. Standardized tests, if properly used, are a valuable and in some instances irreplaceable tool. They provide us with important information that is not available from other sources. For example, we all know that there is a troubling, large, and persistent gap in performance between white students and some minority students. How do we know that? Standardized tests. We've known for decades that American students don't perform as well in mathematics as students in many other countries. How do we know? Again, standardized tests. And the information in this book, as damning as it is regarding our current accountability system, is not an argument against accountability. My experience as a public school teacher, my years as the parent of children in public schools, and my decades of work as a researcher in education have made clear to me the need for more rigorous and effective accountability in public education.

Moreover, I am not questioning the motives of the many people who pushed for imposing test-based accountability on schools. Many, I know for a fact, had the best of intentions: they wanted to improve the quality of schools, to help all students learn more, and to narrow the gaps between advantaged and disadvantaged students.

However, neither good intentions nor the value of well-used tests justifies continuing to ignore the absurdities and failures of the current system and the real harms it is causing. Imagine that you
go to see your doctor because of a chronic problem, and from a wide variety of available treatments she selects a medication that in your case turns out not to provide much benefit and has many serious, even debilitating side effects. Would you tell the doctor to stick with this medication because some treatment is needed, or would you ask her to try something else? It's time for us to switch prescriptions, to put in place accountability systems that encourage teachers to act in ways that we do want and that produce students who are more capable-not just higher-scoring on a few tests but more knowledgeable, more able to learn on their own, more able to think critically, and therefore more successful, not only in their later work but also as citizens. To do this, we have to start by confronting honestly the failures that stare us in the face.

The next few chapters provide a little background that you need to understand the arguments that follow. They are followed by a number of chapters laying out some of the most serious failures of test-based accountability. In a final section, I offer some suggestions about more rational ways to go about improving our schools.

## $\sqsubset 2 \sqsupset$

## WHAT IS A TEST?

## What is a test?

This may seem like a foolish question. Anyone who has spent time in American schools recently has been inundated with information about tests. Many readers have taken far more tests than they can recall. And readers who follow education can rattle off the names of many: SAT, ACT, NAEP, TIMSS, their own state's tests, the AP tests, and on and on. Of course everyone knows what tests are.

Or maybe not.
Everyone knows a test when they see it. However, understanding tests is very different from recognizing them, and unfortunately, many of the people with their hands on the levers in education don't understand what tests are and what they can and can't do. Many think that testing is simpler and more straightforward than it is. A good example was a claim by George W. Bush when NCLB was being debated. "A reading comprehension test is a reading comprehension test. And a math test in the fourth grade-there's not many ways you can foul up a test. It's pretty easy to 'norm'" scores. ${ }^{1}$ Not one of these three assertions is remotely correct.

Why does this lack of understanding matter? Because it underlies a great deal of what has gone wrong in US education reform. It has led to inappropriate uses of testing, distortions of educational practice, and bogus data supposedly showing large gains in student learning and a narrowing of the gap between disadvantaged kids and others. It also goes a long way to explaining why the positive effects of reform have been so meager. Simply put, the pervasive misunderstanding of testing is a key to the failure of education reform.

If the people pulling the strings had understood testing, and if they had made decisions consistent with what tests really are, we would not be confronting the decades of failure that we now see.

So what really is an achievement test?
Let's start with an analogy that is helpful if not entirely apt: political polls. Every election year, people want to know who is winning, starting long before the election is actually held. Newspapers report polls much like major league baseball standings, often devoting far more space to who is supposedly ahead or behind than they do to what candidates actually promise to do.

This desire creates a big market for information, and pollsters make a living telling us how candidates are faring. Lately, these predictions have become increasingly risky. To give just one reason, pollsters often try to reach a representative group of people by landline phone, but fewer people each year have landline phones, and those who don't have them differ from those who do. For example, they tend to be younger. Every year, when I discuss these issues in class, I ask for a show of hands: who has a landline phone? Virtually none of the students-graduate students with an average age of twenty-nine or so-raise a hand. So, for this reason and others, polling often fails, giving us badly misleading predictions. Of course we saw the failure of polling in the 2016 US presidential election, which almost all pollsters called incorrectly, and there have been other cases as well, for example, the 2015 election in Israel, the Brexit referendum in Britain, and the 2016 referendum in Colombia about the first peace agreement between the government and the FARC guerrillas. These problems notwithstanding, polling is a good starting point for understanding standardized tests.

Pollsters confront an obvious problem that makes it impossible to know with certainty what the vote will be. There are far too many people to poll-roughly $125,000,000$ in a US presidential election, and smaller but still unmanageable numbers in most elections. The solution is to contact a small number of the potential voters. A very small number. In the next election cycle, when you are bombarded with poll results, check the numbers. Most of the good polls will be based on samples of only 800 to 1,200 people. This is the essence of polling: use the responses of a small sample
of people to predict what the entire population will do. The results of the poll are valuable only to the extent that they give us a good prediction of the unmeasured behavior of the vast majority of voters, whom the pollsters don't contact.

Achievement tests are in many ways like polls, and this analogy is a helpful starting point for understanding them. Large-scale tests are typically used to estimate mastery of some large area of study, called a "domain" in the testing world. These may reflect a full year of work (algebra) or more (skills in reading and language arts developed over a period of years). There is no way to test the entire domain. There just isn't time, even with the excessive amount of time many American schools now devote to testing. So we test a small part of the domain and use the tested part to estimate how well students would have done if we had tested the whole thing. Rather than sampling a small number of people to represent a population as pollsters do, the authors of tests sample a small amount of content to represent the larger domain. Most of the domain remains untested, just as most voters are not reached by pollsters.

And just as the people polled matter only because they allow us to predict how everyone will vote, the items on a test matter only to the extent that they allow us to predict mastery of the larger subject area from which they are sampled. Performance on the specific tasks included in a given test isn't what matters. The tested tasks are just like your 800 polled voters. In themselves these 800 don't much matter, but the huge number of voters they represent certainly do. If all goes well-and, you'll see later on, all has most definitely not been going well-performance on the tasks on a test is likewise an indication of something that does matter.

The content sampled by the test can take many different formscomplex multistep problems, essays, simple multiple-choice tasks, and much more. These are typically called items or tasks in the testing business, for the simple reason that they often don't take the form of questions. I'll use the two terms interchangeably. The principle is the same regardless of the form this sampled content takes: the items that appear on the test are intended to represent the whole domain, including-and primarily-what isn't included.

Before turning to why this matters so much for test-based ac-countability-and it matters hugely-I have to explain one way in which this analogy to polling breaks down. If all goes well, the sample in a poll is reasonably representative of the population from which it is drawn. In contrast, the sampling of content used to create most tests is not fully representative of what we want students to accomplish or schools to produce. Of course (I say "of course" because this is obvious, not because reformers have paid much attention to it), education has many other goals beyond achievement in a few tested subjects. But even if one looks only at achievement in those subjects, tests are not fully representative of the domains they are intended to represent. There are a few reasons for this.

First, standardized testing has inherent limitations. Some things (for example, factual knowledge) are very easy to test. Other things (complex analytical thinking and problem solving) are much more difficult to test, and some aren't practical to test in this way at all. They can be assessed, but standardized tests aren't the right tool for doing that.

Second, in constructing a test the authors must make a very large number of decisions about the content that is included, the ways that content is represented, the responses required of students, and how students' responses will be scored. Some of these decisions are entirely intentional; just as a pollster aims for a particular mix of older and younger voters, the test's authors may have been given instructions about, for example, what fraction of an eighth-grade math test should comprise items about elementary algebra. However, there are many more minor decisions, some frankly incidental, that further narrow what is tested. For example, years ago a Boston math teacher said to one of my students, "Why would I teach irregular polygons?" She wasn't suggesting that they are unimportant. Her point was that she had noticed that the item-writers for the state test always happened to use regular polygons. These decisions may seem like arcane details, but they aren't: in a high-stakes environment, they matter a great deal, and they are the root of some of the major failures of test-based accountability.

What I have just explained-the sampling of content needed to create a test-is the single most important thing to understand about standardized testing, and it is the root of many of the problems that I describe in the following chapters. Test-based accountability didn't fail because testing is something evil or pernicious, as some critics would have it. Used sensibly, tests can be tremendously informative, and they can be powerful tools for improving education. The reforms have failed because tests are so much less than those pushing for test-based accountability want them to be. Testing simply can't carry the freight that has been piled onto it. The failure to understand this, or a willful decision to ignore it, can explain much of what has gone wrong.

Three of the consequences of sampling are particularly important for the arguments in this book.

The first consequence is simply imprecision, or "error." In lay speech, "error" means that something is wrong. "That's my error" is synonymous with "I made a mistake." When statisticians speak of error, however, they mean imprecision, not a systematic bias. When a pollster reports a "margin of error," she is not conceding that she screwed up. She is simply saying that the poll is necessarily imprecise, and if you did it over and over again with different samples of people, the results would vary. How much? That's the "margin of error."

Likewise, test scores have a margin of error. When a student scores 600 on the SAT, we don't know that this is her "true" score, and almost invariably, if she takes the test again, she will get a different score. Testing experts have spent generations figuring out how to quantify this error, and we are pretty good at it, so we know that in some cases it is severe.

Unfortunately for those running schools or education systems, it is not just the scores of individual kids that include error. Everything based on those scores does too. Some of the measures we now use to control schools have more error than others. One of the worst in this respect is the "value-added" estimates used to evaluate teachers in many states. These are highly imprecise, and ratings of many teachers fluctuate dramatically, sometimes wildly, from year
to year. A measure that wobbles wildly from year to year isn't a solid basis for deciding how competent a teacher is.

There are a number of sensible ways to deal with this error, but ignoring it-which has all too often been the path chosen-is not one of them.

The second consequence arises because the tested samples of content and skills are not fully representative, either of the goals of schooling broadly or of student achievement more narrowly. This may sound obvious, but it isn't always clear to people just how far short standardized tests fall. For a reminder, it's worth turning to a remarkable chapter about testing published well over half a century ago by E. F. Lindquist, a member of the faculty at the University of Iowa. Lindquist is not a household name, but he was one of the most important figures in the history of standardized achievement testing. It may not be an exaggeration to say that Lindquist did more than any other single person to foster the use of standardized tests in the United States. He was, among other things, the creator of the Iowa Tests of Basic Skills-the standardized test I took in elementary school, and still one of the most widely used tests in grades 3 through 8-as well as the ACT college-admissions test and the original GED (General Educational Development test), the widely used high-school equivalency test. I'll cite Lindquist not only because he thought deeply about both the usefulness and the limits of standardized testing, but also because his views obviously can't be dismissed as those of someone who is anti-testing. That will become even more important in later chapters, when I show that Lindquist warned about one of the key failures of recent education reforms at least as early as 1951.

Lindquist started by asking: if we wanted to measure "educational development," what would we ideally measure? He pointed out that "intellectual development" is only one goal of schooling and that we hold many other goals, including, for example, managerial or executive abilities and artistic abilities. Even in the area of intellectual development, what we really care about most is what he called "criterion behaviors": the knowledge and skills that students are able to apply once they leave school. We can't wait until students enter college or the workplace to do that-and wouldn't
be able to do it well even if we did wait-so instead we measure mastery of the school curriculum while kids are still in school. Moreover, even within that far narrower range, there is a great deal of student learning that we simply can't measure well with standardized instruments. People have been struggling to push the envelope for many years, and at this point we can measure more than Lindquist could more than half a century ago, but it remains trueand it will for the foreseeable future-that there is a great deal that is important but that we can't measure with standardized tests. ${ }^{2}$

What does this imply about the appropriate use of standardized tests? Clearly Lindquist, who worked with remarkable success throughout his entire career to spread the use of standardized tests and who made a good bit of money selling them, wasn't arguing that these limitations are reasons not to use tests. Neither am I. Rather, he argued that these limitations mean that test scores should always be used as incomplete measures of student achievement. His successors in the Iowa Testing Program have continued to make the same argument ever since. For example, more than forty years after Lindquist published his discussion of these issues, the manual for a then-current version of the ITBS warned school administrators that "though standardized achievement scores cannot and should not replace teacher observations and classroom assessment information, they provide unique supplementary information" (emphasis added). ${ }^{3}$ This remains axiomatic in the profession of testing, although many in the profession no longer remind education policy makers of it.

The bottom line: the information yielded by tests, while very useful, is never by itself adequate for evaluating programs, schools, or educators. Self-evident as this should be, it has been widely ignored in recent years. Indeed, ignoring this obvious warning has been the bedrock of test-based education reform. Yes, some systems have added other measures of school performance even during the NCLB era. Its successor, ESSA, explicitly permits states to include one measure not based on test scores in its accountability system, but it largely leaves it to states to decide what that might be, and it requires that test-based indicators-and, in the case of high schools, graduation rates-together be given "much greater weight" than any
additional indicator a state may choose. ${ }^{4}$ Despite these wrinkles, the core logic of reform has been to treat a small number of test scores, either alone or with minor additions, as an adequate measure of school quality. Low scores alone have been enough to cost educators their jobs and to close schools.

Think about it: some of the people who were most influential in the development of standardized testing, and whose professional reputations and incomes depended on the tests they sold, warned that we should never use test scores precisely the way they are now used. That this warning is ignored doesn't stem from improvements in testing. It just shows a lamentable willingness to ignore the unavoidable limitations of standardized tests.

The most worrisome of the three consequences is the perverse incentives that test-based accountability has created for educators. These incentives are responsible for the fraudulent performance gains that have helped to maintain test-based accountability in the face of its many failures. The problem is simple: high-stakes testing creates strong incentives to focus on the tested sample rather than the domain it is intended to represent. If you teach a domain bet-ter-say, geometry-scores on a good test of that area will go up. However, if you directly teach the small sample measured by a particular test-for example, memorization of the fact that vertical angles are equal-scores will increase, often dramatically, but mastery of geometry as a whole will not improve much, if at all.

It is much as though a campaign tried to win an election by convincing the eight hundred polled people-and only those eighthundred people-to vote for their candidate.

This is the core of inappropriate test preparation, which is epidemic in American schools today. People in the testing field have warned about this problem well over half a century.

Supporters of reform often argue that teaching to the test is fine as long as the test includes important knowledge and skills. And they will also maintain that teachers who teach the tested content well also teach untested material well. Both of these defenses are nonsense. Bad test prep and the score inflation it often produces do not require "bad" tests, although bad tests can certainly make these problems worse. And while many teachers who teach tested
content well can also teach untested material well, they often don't, because the system has given them strong incentives not to. Indeed, the system has given them incentives to teach the tested material poorly, in ways that I will describe a bit later. As long as the details of sampling are predictable-and test prep companies are very good at finding predictable patterns in tests-teaching to the specifics of the test will inflate scores. In many cases, all you need to do to make the resulting bogus gains vanish is substitute another test from a different developer.

And we shouldn't let fake score gains, as important as they are, blind us to the other, perhaps even more important, reason to worry about these perverse incentives. Bad test prep, even when it fails to inflate scores, robs students of the useful instruction they need and deserve.

## $\sqsubset 3 \sqsupset$

## THE EVOLUTION OF TEST-BASED "REFORM"

How can we discuss the failure of "education reform" as one thing when there have been so many different reforms in recent years? We've seen "minimum-competency" high-school exit exams, the performance-assessment movement, standards-based reform, teacher evaluations based on "value-added" estimates of their kids' gains in test scores, charter schools, public-school voucher programs, the small-schools movement, the Common Core standards, and the current focus on "college and career readiness," to name just some.

This variety, however, obscures the main story.
If you ask, "What dominates everyday life in schools?," the answer is much simpler: tests. Walk into almost any school, and you will enter a world that revolves around testing and test scores, day after day and month after month. The state-mandated accountability tests administered every spring are the ultimate cause of all of this, but many districts add their own "benchmark" or "interim" assessments during the year to gauge how well students are progressing toward the main event. Kids spend a lot of time taking these tests. And in many schools they spend vastly more time yet-often a substantial share of the entire school year-preparing for them. The work life of educators also focuses on test scores. Schools, and in many places individual teachers, are judged on the basis of their students' scores. Administrators and teachers worry greatly about scores, and they shape their behavior-and not just their instruction-to raise them. Teachers are routinely urged-not
only by private firms trying to make money but often by their own principals-to resort to tricks that produce fraudulent gains in scores, and many do exactly that. Some simply cheat. I'll show you examples of both cheating and tricks in later chapters.

And this focus on testing profoundly colors many of the other reforms. Many charter schools focus their work and their marketing on raising test scores. The website of KIPP schools, for instance, states that "KIPP schools relentlessly focus on high student performance on standardized tests and other objective measures." ${ }^{1}$ Similarly, much of the effort involved in the Common Core, and a great deal of the controversy about it, has focused on the new testing that has come with it.

This test-centered world has been in place long enough, in various forms, that many people think it is the normal state of affairs. It isn't. It is relatively new in the United States. It's also unique. That's not to say that high-stakes testing is rare or that the pressures it creates are more severe in the United States than anywhere else. That's not the case. In some East Asian countries, where astudent's success depends to a great degree on a single exam, the pressure on students (and their parents) to do well on tests has reached an extreme that far exceeds what most students experience here. In South Korea, which may well be the most extreme in this respectthere is no way to gauge precisely-it has been estimated that fully 75 percent of all students attend one of the country's 100,000 hagwons, after-school private cramming schools. The pressure to do well is so intense that some observers blame it for the country's suicide rate, which is the highest among all OECD countries. ${ }^{2}$ The situation is similar in Singapore, where the press has reported that 70 percent of parents of children from preschool though the secondary levels send them to "tuition classes," many of which are cram schools for the high-stakes tests. ${ }^{3}$ Similarly, a dean from one of China's leading education colleges told me recently that if you observe instruction in tested subjects in the final grade of many high schools, you will see no instruction other than exercises that emulate the gaokao, the matriculation exam used for college admissions. The reason? Students who miss more than a few items will not be admitted to university.

Yet even these countries, in which high-stakes testing exerts more pressure on students than it does here, don't do what we do. They don't test students nearly as frequently as we do, and they don't give test scores such a large and direct role in evaluating schools and teachers. Singapore, for example, has an intensive and elaborate system for evaluating teachers that is intended primarily to help their development but also serves to weed out people who don't perform adequately. This system relies heavily on the judgment of both supervisors within a teacher's school and outsiders and makes almost no use of test scores (at least officially). Perhaps the most striking difference is that our government is the source of the testing pressure here, while in some of the East Asian countries the frenzy over tests is seen as arising from culture and tradition, and the education authorities see it as a serious problem and have been seeking to reduce it. For example, in 2016 Singapore's acting minister of education, Ng Chee Meng, gave a speech that included this as part of a call for a more holistic approach to education:

Our students rank highly in international benchmarking studies. We are recognised for the high standards we have achieved.

However, the focus of our education system should go beyond test scores. Currently, despite our very best efforts to move towards a holistic education, there is still a narrow emphasis on academics and paper qualifications. This is deeply ingrained in our culture, translated into expectations of our children, parents, and teachers. Eventually, this is perhaps even manifested in employer mindsets in workplaces.

We need a better balance in our students' education journey. This means dialing back an excessive focus on academics. We need to free up time and space to nurture other dimensions that are just as important for our children's development. Let them not just study the flowers, but also stop to smell the flowers, and wonder at their beauty. ${ }^{4}$

It's hard to imagine an American state superintendent or secretary of education saying that we need to reduce the focus on test scores to allow students to wonder at the beauty of flowers.

And not all of the countries we might see as competitors have the East Asian culture of extreme pressure to do well on tests. Most European countries, for example, have a high-school matriculation exam, or set of exams, that govern admission to postsecondary education, such as the Baccalaureate in France, the Abitur in Germany and Finland, and the A-Levels in England. But Finland, in recent years the darling of the education world because of its very high performance on one of the international assessments in math, and Germany have no high-stakes testing in any other grades.

So before turning to the effects-some good but mostly badof these test-based reforms, it's worth taking stock of two things. How did we come to this pass? And what aspects of this system are the most important for understanding its failures?

## $\bigcirc \bigcirc \bigcirc$

It's almost hard to imagine now, but there was a time when standardized testing in the United States was for the most part a lowpressure enterprise. When I was in school in the 1950s and 1960s, the principal function of most standardized tests was to help teachers diagnose students' strengths and weaknesses, not to serve as a summary measure for accountability. In fact, at least one major testing company urged educators to administer their tests no later than October-when they would be useless as an accountability tool-because information early in the school year is much more helpful for improving instruction. The entire construction of many tests, from the writing of individual test items to the design of the score reports, reflected these diagnostic purposes. In most instances there was no "proficient" standard that was considered adequate. In fact, in most cases there were no performance standards at all, just descriptive reports of relative strengths and weaknesses. Some test vendors explicitly warned teachers and administrators that scores by themselves are not adequate for evaluating a program or a school.

This began to change a long time ago, but the shift was gradual, and it didn't fundamentally change education for some time. The transformation had started by the 1970s, most importantly with
the adoption of "minimum competency" tests by many states. These were used primarily as a bar for high-school graduation, and because they were aimed entirely at low-performing students, they had little impact on the education experienced by many others.

A major impetus for additional testing was the publication in 1983 of A Nation at Risk by the National Commission on Excellence in Education, an advisory panel set up two years earlier by Terrell Bell, President Reagan's secretary of education. The report was so alarmist that it is worth excerpting part of the introduction here:

> Our Nation is at risk. Our once unchallenged preeminence in commerce, industry, science, and technological innovation is being overtaken by competitors throughout the world.... While we can take justifiable pride in what our schools and colleges have historically accomplished and contributed to the United States and the well-being of its people, the educational foundations of our society are presently being eroded by a rising tide of mediocrity that threatens our very future as a Nation and a people. What was unimaginable a generation ago has begun to occur-others are matching and surpassing our educational attainments.

> If an unfriendly foreign power had attempted to impose on America the mediocre educational performance that exists today, we might well have viewed it as an act of war.... We have, in effect, been committing an act of unthinking, unilateral educational disarmament. ${ }^{5}$

While the report urged confronting a variety of problems in American education-for example, the short school year, weaknesses in the teaching workforce, and undemanding curriculathe reform movement it spawned focused more than anything else on state-mandated testing. Chris Pipho, who was with an organization called the Education Commission of the States, wrote, "Nearly every large education reform effort of the past few years has either mandated a new form of testing or expanded uses of existing testing." ${ }^{6}$ Gordon Ambach, a former commissioner of education of New York State who was at the time executive director of the Council of Chief State School Officers-the national association of state
superintendents and commissioners-said that the nation had entered a period not only of measurement-driven instruction but also of "measurement-driven educational policy." In addition to expanding the amount of testing and increasing its importance, the reforms of the 1980s brought another important change from the minimum-competency era: they shifted the focus away from holding students accountable for their scores to using students' scores to hold educators directly accountable.

In the testing world, the increasingly high-stakes uses of tests became known as "measurement-driven instruction." Most jargon is worth forgetting, but this term is important because it signaled a fundamental change in the purpose of testing. Achievement testing had always been intended as a tool to improve instruction. The reforms didn't change that. However, in the traditional approach the main purpose of scores was to give teachers information that would help them teach more effectively. Improved scores would follow greater mastery of the curriculum, just as better polling results would follow an effective campaign. "Measurement-driven instruction" reversed this: tests would now lead. Improving performance on the specific test was to be the explicit goal, and higher-quality instruction would be the consequence. This was the tail wagging the dog.

Another critical turning point occurred in the 1990s, when we entered the era of pay-and-punish: states began to mete out concrete sanctions and rewards, including money, for test scores. Although this marked a fundamental transformation of education, it happened with remarkable speed. By the end of the decade, thirtythree states imposed sanctions or rewards based on scores. ${ }^{8}$ The states followed a variety of different approaches, but in hindsight, one can see in state programs portents of the federal initiatives NCLB and ESSA years before NCLB was enacted.

A particularly influential program was Kentucky's KIRIS (Kentucky Information Results Information System), first implemented in 1992. The KIRIS system reported performance on tests only in terms of a few performance standards-cut points on the distribution of scores-that placed all students into four large bins: Novice, Apprentice, Proficient, and Advanced. Variations in performance
within any one of these bins were not reported and didn't count: for purposes of rewards and punishments, it made no difference whether students were at the bottom of the big Apprentice bin or at the top. Schools were required to bring all students up to the Proficient cut score within twenty years. (In practice, the system was a bit more complex. The parents of some college-bound students argued that this system would lead teachers to pay less attention to their kids, who were well above the Proficient standard and hence irrelevant to the critical "percent Proficient" measure. In response, the state gave schools extra credit for students in the Advanced bin, which would offset some students left at lower levels. The implementing regulations for ESSA issued at the end of 2016 explicitly allowed states to follow this approach.) Using what some people called "straight line" accountability, each school was given a biennial performance target established by drawing a straight line from its initial percentage of Proficient students to 100 percent. Schools that exceeded their targets by a sufficient amount were rewarded with money; those that fell far enough short were subject to punishment.

At the end of the decade, all of the states that rewarded and punished schools based their systems, like Kentucky's, on performance standards that placed students in a few huge categories. Most also required that a given percentage of students reach a set target within a specified time. They differed, however, in which performance standard had to be reached, how long schools had to do this, and what percentage had to reach it. The required percentages ranged from 50 to 100 percent. ${ }^{9}$

So NCLB didn't start the pay-and-punish system; it just made it national in scope and imposed a degree of uniformity across the fifty states. In many states it also ratcheted up the pressure to raise scores. It mandated that all states use the proficient standard as a target and that 100 percent of students reach that level. It imposed a short timeline for this: twelve years. It required that schools report the performance of several disadvantaged subgroups: economically disadvantaged students, racial/ethnic minorities, students with disabilities, students with limited proficiency in English, and migrants, and it mandated that 100 percent of each of these groups had to
reach the proficient standard. It required that almost all students be tested the same way and evaluated against the same performance standards. And it replaced the straight-line approach by uniform statewide targets for percent proficient, called Adequate Yearly Progress (AYP). The use of uniform AYP targets required faster improvements in the early years for schools that scored relatively poorly. The law mandated an escalating series of sanctions for schools that failed to make AYP for each reporting group.

Some opponents of NCLB hoped for relief from the Obama administration, but they were quickly and sorely disappointed. Faced with deadlock on education issues in Congress, Secretary of Education Arne Duncan used his control over funding to increase even further the pressure to raise scores. The most important of Duncan's changes was inducing states to tie the evaluation of individual teachers, rather than schools, to test scores. This idea took root quickly and has been responsible for some of the most ludicrous uses of test scores, such as the evaluation of teachers based on the scores of other teachers' students I described in chapter 1.

NCLB was enacted with support of a remarkably broad coalition, but over time it became widely reviled. Even many of the people who supported it in principle agreed that it was not working well and was creating serious stresses and problems. Nonetheless, political gridlock kept NCLB in force until 2015, when Congress finally managed to enact its replacement, ESSA.

It's not yet entirely clear what changes ESSA will bring on the ground, in the daily lives of teachers and students. ESSA gives states some additional flexibility in terms of both testing and ac-countability-although far less than they had before NCLB was enacted-and we don't know yet how they will choose to use this limited autonomy. Moreover, ESSA requires federal approval of state assessment and accountability plans, and we don't fully know how the US Education Department will use that authority.

Still, the statute itself indicates that ESSA will be another, perhaps modestly less draconian, variation on the now all-too-familiar tune. It removes some elements of NCLB that proved particularly controversial, but it leaves the basic model of test-based accountability largely in place.

ESSA maintains many of the core elements of NCLB, although some in altered form. The testing requirements are unchanged, as is the core requirement that schools and districts be held accountable for improvements in scores. The states are required to set "ambitious long-term goals" for scores and report progress toward these annually. The requirement that almost all students be tested in the same way is retained. ESSA maintains the requirement that tests be reported in terms of performance standards and progress be measured in terms of the percentage of students who reach one of them.

Of the policies that ESSA does change, two are particularly important. First, ESSA explicitly acknowledges that scores alone are insufficient, but as I'll explain in the final chapters, it doesn't go nearly far enough in this direction. States are required to produce an accountability index that includes academic achievement on state tests, but they cannot use only scores. States must include graduation rates for high schools. Perhaps more important, they are required to include one additional measure of "school quality or student success." ESSA is vague about what this might be. It lists a number of possibilities-"student engagement," "educator engagement," "student access to and completion of advanced coursework," "postsecondary readiness," and "school climate and safety,"-but then adds "any other indicator the State chooses that meets the requirements of this clause." These are hardly substitutes. If it is important to foster student engagement, then it is no substitute to increase the percentage of students completing advanced coursework-or vice versa. And recall the requirement I noted in the previous chapter: if states elect to make use of this flexibility, they must give "much greater weight" to test-based indicators (in the case of high schools, in combination with graduation rates) than to any nontest indicator they choose.

The second big change in ESSA-more accurately, a series of changes-is that it reduces somewhat the control of the US Education Department, and it explicitly forbids the secretary of education from imposing a long list of specific requirements on states. The prohibition that has received the most attention was a reaction to Duncan's pressure to use scores to evaluate teachers: the secretary is not permitted to prescribe any system for evaluating teachers or
principals. The federal formula for computing required gains is gone, and states are free to set their own targets. States have more flexibility in deciding how to intervene with schools shown by their indicators to be failing.

The bottom line is that ESSA doesn't allow states to depart substantially from test-based reform but does offer them the prerogative to broaden accountability modestly and to lessen somewhat the pressure to raise scores (subject, under the terms of the law, to federal approval). However, keep in mind that it was states, not the federal government, that set the nation firmly on the track of test-based accountability. I anticipate that the pressure will abate somewhat in some states, but there is nothing in ESSA to suggest that the daily life of teachers and students will no longer focus far too much on the drive to raise scores.

## $\bigcirc \bigcirc \bigcirc$

Readers who know the education world may object that I am oversimplifying: there have been many different testing and accountability approaches over the past few decades, and each has had its fans and detractors. We had minimum-competency testing, followed by somewhat harder tests administered in more grades. We had "standards-based reform," the argument for which was that test-based accountability would finally work if curricular standards, tests, and instruction were closely aligned. We had an early wave of enthusiasm for using performance assessments, in which students must respond to complex tasks and do more than choose a correct answer, premised on the idea that all would be well if we confronted students with "authentic," realistic tasks. And we had the "value-added" approach, the argument that the system would finally work well if we held schools accountable for student growth rather than their level of performance at the end of a grade. Then came the push by the Obama administration to hold individual teachers rather than entire schools accountable for scores. Then we had the Common Core State Standards, which accompanied a revived enthusiasm for performance assessment and the widespread but rhetorical claim that we are now holding people accountable
for the "college and career readiness" of their students. Now, with ESSA, we have a limited return to state-level flexibility.

These were not trivial changes, and their effects on teachers and students were in some cases substantial. However, this continuing ferment about the best flavor of test-based accountability is for present purposes a distraction. The basic model has remained in place throughout: relying primarily on the pressure to raise test scores to improve schools. And none of these different variations on the theme escapes the fundamental conclusion that this approach has been for the most part a failure.


Many of those who pushed for these reforms had the best of motives. They were deeply concerned about the weak achievement of many American students, and they were convinced that test-based accountability held the key to improving schools and helping students. And many were motivated by a praiseworthy aim of reducing the glaring inequities in American education-the large and persistent gaps between rich and poor, minority and nonminority, and students with special needs and those without. This was the reason, for example, for setting a single performance target for all students, for mandating reporting by subgroups, and for holding schools accountable for the performance of each group separately. The belief that test-based accountability would help low-achieving students catch up is one reason why NCLB achieved an unusual degree of bipartisan support. George Bush's much-lauded phrase was that the program would end "the soft bigotry of low expectations," and the bill won the support of leading congressional liberals, including Ted Kennedy in the Senate and George Miller in the House, as well as many conservatives. Miller said to me at the time that the requirement to report performance for each subgroup would finally "shed some light in the corners." Critics have argued that some of the supporters had less praiseworthy motivations-in particular that they wanted to weaken public education to make way for alternatives such as school choice and charter schools. Perhaps so, but this doesn't alter the fact that much of the motivation
for the reforms in general, and for some of the specific provisions that turned out to wreak the most havoc, was a sincere desire to improve public education.

Whatever their motives, the proponents were wrong. The reforms caused much more harm than good. Ironically, in some ways they inflicted the most harm on precisely the disadvantaged students the policies were intended to help.

## $\bigcirc \bigcirc \bigcirc$

But why did the reforms fail so badly? To many people-and certainly to many of the proponents-the reforms seem to be simple common sense. Measure what is important, reward and punish people based on how much of it they produce, and they'll produce more.

But this is too simple, too blunt a tool for managing an enterprise as complex and difficult as education. Over the coming chapters I'll explain in detail some of the specific reasons the reforms failed, but before delving into details, let's take stock of the big picture. What did this long series of reforms create?

To start, the system it imposed on schools rewards far too narrow a slice of educational practice and outcomes. To understand just how narrow, ask yourself what you would like to see when you walk into a classroom. When I watched my own kids' classrooms, I certainly did want the kinds of achievement that show up in standardized tests, but I wanted to see much more than that. I wanted to see good instruction-clear explanations, productive discussion between students and teachers, and a high level of student engagement. I wanted to see signs that students were motivated and enjoyed learning. I wanted to see a classroom atmosphere that encouraged students to work well together. And, of course, I wanted achievement in subjects that were not tested. The high school both of my kids attended had a superb music program that enrolled a sizable share of the students and brought them to a very high level of proficiency. I valued that. Your list may be different, but I'll wager that most of you have a list much longer than test scores in a few subjects.

The often unspoken premise of the reformers was that somehow all the rest of this stuff-other subjects, such as history, civics, art, and
music, aspects of math and reading that are hard to measure with standardized tests, and "softer" things such as engaging instruction, love of learning, and ability to work in groups-would take care of itself. It didn't, and that shouldn't have surprised anyone.

The second reason for failure is that the system is very high pressure. Throughout the years of reform, its proponents steadily ratcheted up the pressure on educators and, sometimes indirectly, kids. In a few short years we went from jawboning educators to raise scores to firing them for failing to do so.

Narrowness and high pressure are a potent combination. This is why daily life in schools revolves around testing. And it creates strong incentives both to give short shrift to other important goals of education and to take shortcuts in raising scores, including bad test prep and even cheating.

A third critical failure of the reforms is that they left almost no room for human judgment. Teachers are not trusted to evaluate students or each other, principals are not trusted to evaluate teachers, and the judgment of professionals from outside the school has only a limited role. What the reformers trust is "objective" standardized measures. This was not accidental. Reformers have often argued-with good reason-that the previous systems for evaluating teachers were a bad joke. In most school systems, evaluation of tenured teachers was perfunctory, and almost all teachers were judged to be fine. Short of moral turpitude-embezzling, drinking on the job, sexual misconduct, and so on-most teachers were secure in their jobs regardless of how well or poorly they performed. Reformers wanted an evaluation system with teeth, something that would separate the wheat from the chaff, that would give weak performers real incentives to improve, and that would provide a defensible basis for terminating those who for whatever reason never reached an acceptable level of performance. Given past experience, they didn't trust others in the system to play that role. This is not a problem limited to schools; using human judgment in performance evaluations is particularly difficult in civil service systems, because the people doing the evaluating rarely face consequences for doing it poorly. In response, the reformers turned to objective measures, primarily standardized tests.

But teaching is far too complex a job to evaluate without any judgment, and many of the things we most value in schools aren't captured by tests. Perhaps that is why some of the high-performing systems in other countries rely on the judgment of professionals in evaluating teachers and schools. I've noted one example: Singapore. Another is the Netherlands, whose students are among the highest achieving in Europe on PISA (the Programme for International Student Assessment), one of the two most important international comparative assessments. The Dutch do use standardized testing to evaluate schools, but they test far less than we, do not use the scores directly to reward or punish educators, and rely a great deal on evaluations by professional school inspectors.

In contrast, the focus of reform in the United States has been to rely as much as possible on standardized measures and to minimize human judgment, even though the result was to leave a great deal of what is most important unmeasured-and therefore to give educators no incentive to focus on it. This is one of the most fundamental flaws of test-based accountability and one of the most significant reasons for its failures.

The uniform performance targets imposed by the reformersmotivated by their praiseworthy aim of reducing the inequities in American schooling-backfired and contributed to the failure of the reforms. These targets gradually became more stringent in two ways: encompassing more and more students and being set at higher levels of performance. NCLB mandated that the "Proficient" standard, and not a lower cut-score, be used as the target, and it requires that 99 percent of all students-even those with mild cognitive disabilities-be held to that target.

This was a dramatic change from past practice. Just as the reformers hoped, these changes made it impossible for schools to shunt low-performing groups aside and not worry about their learning-or at least their test scores. Unfortunately, they also created unrealistic goals in some settings, and that in turn led educators to respond in undesirable ways. You'll see some of the unintended consequences in later chapters.

A final reason for the failure of the reforms is rarely noted but may be as important as any of the others: the complete absence of
any other incentives to balance the pressure to raise scores. Every single person in the education system is given the same incentives, that is, to raise scores, in many cases very rapidly. The teacher is no different in this respect from the building principal, the district superintendent, and even the state commissioner. Absolutely no one is given any incentive to monitor or control how these gains are achieved. In particular, no one has any incentive to look for bad test prep or other inappropriate behavior. As I will explain in the next chapter, this has a historical precedent: the Soviet industrial system, the system that produced consumer goods no one wanted to buy. It failed there, and it was doomed to fail in our schools. It is no accident that many of the types of inappropriate test prep by teachers that I will describe in coming chapters were actively encouraged by administrators, and it is no accident that some of the most publicized cheating scandals were actively supported by-and in at least one case deliberately started by-the people at the top.

## $\sqsubset 4 \sqsupset$

## CAMPBELL'S LAW

On September 18, 2015, a headline in the New York Times announced, "VW Is Said to Cheat on Diesel Emissions; U.S. Orders Big Recall."1 The Environmental Protection Agency accused VW of installing "defeat devices" that turned off emissions-control technologies under normal driving conditions but not under the specific conditions that mirrored those used in government emissions tests. The result was that under normal conditions, the affected cars emitted as much as 40 times the allowable level of certain nitrogen oxides which contribute to asthma, other respiratory illnesses, and cardiovascular problems. The EPA ordered the recall of nearly half a million diesel cars marketed under the VW and Audi names. Within days, VW admitted that it had installed these defeat devices on eleven million cars sold worldwide. VW faces the possibility of enormous fines and has been sued by several states. The price of its stock immediately plummeted. The Economist wrote that "the damage to VW, the world's largest carmaker, is cataclysmic" and suggested that there could be major ramifications for the global auto industry and for the German export economy. ${ }^{2}$

VW's cheating was new only in its scale and brazenness. A remarkably similar instance of cheating had been exposed nearly two decades earlier. In 1998 the nation's seven largest truck manufacturers, including Caterpillar, Volvo, and Mack Trucks, settled a civil lawsuit filed by the EPA for faking the results of emissions testing by installing defeat devices on 1.3 million diesel truck engines. The result, by EPA's estimate, was the release of millions of tons of pollutants into the air. The seven companies were required
to spend a billion dollars, including a civil penalty of $\$ 83.4$ mil-lion-at the time the largest settlement ever for a violation of environmental protection regulations, but a pittance compared to the penalties VW faces, which as I am writing include $\$ 16$ billion in civil penalties and a likely $\$ 2$ billion criminal fine in the United States alone. ${ }^{3}$ Nine years later the federal government forced an electronics company to stop selling defeat devices through its website and retailers. ${ }^{4}$ And as the Times reported, this scandal was just another incident in a long history of cheating by the auto industry. ${ }^{5}$

The most important lesson of the VW scandal, however, is far bigger than the auto industry, and it has a great deal to do with the failure of education "reform." More than forty years ago, Don Campbell, one of the founders of the science of program evaluation, wrote: "The more any quantitative social indicator is used for social decision making, the more subject it will be to corruption pressures and the more apt it will be to distort and corrupt the social processes it is intended to monitor." ${ }^{7}$ In other words, when you hold people accountable using a numerical measure-vehicle emissions, scores on a test, whatever-two things generally happen: they do things you don't want them to do, and the measure itself becomes inflated, painting too optimistic a view of whatever it is that the system is designed to improve. That's not to say that only bad things happen, or that having the accountability system is necessarily on balance worse than not having it. Some people will do what you want and perform better, and you may get more of the outcome-student learning, lower emissions-that the accountability system is designed to foster. Or you may not. In some cases the system fails entirely. That has happened in some schools, as we will see. However, whether the impact of accountability is on balance positive or negative, you will get some misbehavior and some corruption of the outcome for which people are accountable. People can be quite creative in devising their own "defeat devices," and I will devote a few chapters to explaining some common defeat devices used with educational testing. As a result of this corruption, performance won't be as good as the performance measure makes it seem. We should always ask, what is the mix of good and bad effects?

Campbell recognized that this problem would rear its head in educational testing: "Achievement tests may well be valuable indicators of ... achievement under conditions of normal teaching aimed at general competence. But when test scores become the goal of the teaching process, they both lose their value as indicators of educational status and distort the educational process in undesirable ways." That is exactly what happened when high-stakes testing became the core of education "reform."

And Campbell was not the first to give this warning. Earlier I mentioned E. F. Lindquist, one of the most important early developers of standardized tests, who explained clearly why test scores by themselves aren't sufficient for evaluating schools or teachers. Lindquist also warned about Campbell's Law in educational testing, decades before Campbell's seminal article. In a 1951 publication, Lindquist wrote:

> The widespread and continued use of a test will, in itself, tend to reduce the correlation between the test series and the criterion series [the later behavior, outside of the testing situation, that is our real concern] for the population involved. Because of the nature and potency of the rewards and penalties associated in actual practice with high and low achievement test scores of students, the behavior measured by a widely used test tends in itself to become the real objective of instruction, to the neglect of the (different) behavior with which the ultimate objective is concerned. ${ }^{7}$

The result is score inflation.
The warnings continued. As test-based accountability developed in the United States, a number of specialists in educational measurement warned that high-stakes testing would produce inflated scores. By the 1980s those warning of what lay in store were coming from some very prominent people in the field: George Madaus at Boston College, who served as president of the National Council on Measurement in Education (NCME), the primary professional association in educational measurement; Lorrie Shepard at the University of Colorado, who has served as president of NCME, the American Educational Research Association (AERA, the primary
association of education researchers), and the National Academy of Education; and Bob Linn at the University of Colorado, who served as president of both NCME and AERA and who is widely considered to have been one of the most important figures in measurement of the past half century. I first added my voice to the chorus in a publication in 1987.

Although the problem of Campbell's Law in education is not news, it's easier to understand-and for some people, easier to swallow-once one considers examples from outside of education. Since Campbell wrote this, the problem has been documented all sorts of settings other than schools and auto manufacturing. It has been found, for example, in the fast food industry, in policing (both inappropriate arrests and distorted arrest rates), postal delivery systems, airline on-time statistics (ever wondered why there are delays at one end or both and you still arrive "on time"?), and job training programs, to name a few. It's because the problem is ubiquitous that it is labeled "Campbell's Law" in the social sciences."

There is particularly extensive documentation of Campbell's Law in two areas that have strong parallels to education reform: health care delivery and the Soviet system of incentives in manufacturing.

It has been common for some years to provide "report cards" on various aspects of medical practices and hospital outcomes. Just like test-based accountability, this is expected to give people information about the quality of services and to give doctors and administrators incentives to improve them. Critics have long voiced some of the same concerns that opponents of test-based accountability have expressed-that the measures can be misleading because they are incomplete, that the numbers are deceptive when one can't fully adjust for differences in patients' (read: students')

[^0]conditions at intake, and that practitioners often find ways to game the system.

A particularly disturbing example arose some years ago, when New York State began publishing report cards with mortality rates for coronary artery bypass surgery. The rationale-the "model of change," as education policy makers like to say-was the simple one that motivated a lot of education "reform": publicize performance, and you will prod people to improve their practices. But Campbell warned that this rationale is not just simple; it's simplistic. Sure enough, Campbell's Law quickly made its appearance, in very disturbing ways. Two studies revealed that many cardiologists diverted care from some sicker patients because those patients harmed their ratings. Sicker patients, after all, are less likely to do well after treatment. You might think that doctors, who devote their careers to protecting the health of their patients, would be able to ignore these perverse incentives, but you would be wrong. Not long ago, a dozen years after these studies were published, a cardiologist wrote an op-ed in the New York Times describing his first experience with these report cards, which was consistent with the findings of that first study. He was then a new cardiology fellow, and he and his colleagues were evaluating a seriously ill elderly man with severe coronary blockages to decide whether to perform a bypass. The senior surgeon arrived and nixed the surgery without even seeing the patient. His explanation was that there was too much risk of a bad outcome, for which he would be penalized by the state agencies monitoring the report cards. What's more, surgeons had an additional incentive to avoid risky patients: it helped them produce good numbers they could then use to advertise themselves. ${ }^{8}$

That would be troubling enough, but the findings of one study were far more unsettling. The publication of report cards caused a substantial increase in the hospital readmission rates of certain categories of patients. Because their physicians had not provided them with treatments from which they would have benefited, they were more likely to become acutely ill again. Worse, the report cards produced a slight but statistically significant increase in mortality. ${ }^{9}$ Not only did the program backfire and make people sicker; it actually killed some of them.

There are many other examples of pernicious side effects of well-intentioned accountability systems in health care. The Blair government in the United Kingdom implemented accountability policies in the National Health Service that are similar in principle to American education reform: they set many numerical targets for specific aspects of performance and used ratings on these measures both for public shaming and for concrete sanctions. Performance rapidly improved on these measures, and some of the improvement appears to have been real. Some of it, however, was anything but.

One of these measures was the percent of emergency room patients who are seen in less than four hours. This percent improved rapidly, but not always by legitimate means. Five different types of gaming were observed, the most remarkable of which was that some hospitals queued patients in ambulances parked outside until enough patients had been cleared away. ${ }^{10}$ Another target required that patients be admitted to a hospital bed within twelve hours of admission to an emergency room. One solution: move the patients' gurneys into the hallway and classify gurneys in the hallways as "beds."

Some of these examples might seem like simple cheating, but health care also provides many examples of another response to accountability pressure that has an exact parallel in education: shifting effort from unmeasured-but important-activities to measured ones. One example from the United Kingdom arose because the accountability system counted waiting time for new outpatient ophthalmology appointments but did not take into account follow-up visits. One hospital improved its waiting time for new appointments by delaying or canceling follow-up appointments, which were not counted. A review found that twenty-five patients lost their vision over two years as a result.

Many of the examples of Campbell's Law in health care arise because there are simply too many important aspects of practice to measure. In response, the people designing accountability systems focus on a small number, which they may choose for any number of reasons. For example, in 2003 a US health-care provider, PacifiCare of California, set up a system that included incentives for
five practices: screening for cervical and breast cancer, checking hemoglobin and A1C for diabetics, and childhood immunizations. Just like a test: the measured practices (the test items) would serve as a sample of all important aspects of practice (the domain). The effects were mixed. On the good side of the ledger, a few of the rewarded practices improved, although others showed no change. However, there was a catch. When researchers examined other some activities that were not rewarded, the news wasn't good. Some of these unrewarded practices were unchanged, but others, such as appropriate use of antibiotics and screening for chlamydia, actually deteriorated. ${ }^{11}$ Faced with a limited amount of time, healthcare workers shifted their efforts from important activities that were not measured to those that were-and for which they would be rewarded.

Were Pacificare patients better off? It's safe to guess that some were better off (patients whose cancer was caught earlier), while others were worse off (people with undiagnosed chlamydia). We don't know whether adding up all the wins and losses would indicate that the patient population as a whole was better or worse off, but we do know for certain that the measure used gave a misleading impression of improved medical practice.

A much simpler case of focusing work too narrowly because of performance incentives came to light in 2016, when the Insurance Institute for Highway Safety released new crash-test results. One of the IIHS tests, called the small overlap frontal tests, evaluates what happens when only 25 percent of a car's front end hits a fixed barrier at 40 miles per hour. Crashes of this sort are particularly dangerous, and simple frontal crash tests don't indicate how well cars protect occupants in such accidents. Therefore IIHS began doing the small overlap tests in 2012, and this resulted in rapid improvements in the scores automakers achieved. However, unbeknownst to many consumers-but of course not to auto manufac-turers-IIHS conducted these tests only on the driver's side until mid-2016. In June of that year, IIHS released the first results of small overlap frontal tests on the passenger's side. The vehicles were seven small SUVs, all of which had earned the coveted "good" rating in earlier-left-hand-side-testing. Of the seven, only one received
a good rating for the right-hand-side test. Three were rated as "acceptable," two as "marginal," and one as "poor," which is the lowest rating on the IIHS scale. Becky Mueller, the author of the IIHS report, offered this explanation: "Some manufacturers told us that in the short term they could make more driver's-side modifications to more vehicle models to improve safety rather than making improvements to both sides. ${ }^{\prime 12}$ Unfortunately, this is no surprise.

A pinnacle of Campbell's Law was the Soviet manufacturing system. In the Soviet system, rewards and punishments were doled out based on a typically simple set of numerical targets set by central planning agencies. Readers who are old enough will probably recall examples of ludicrous responses to these incentives, because they were a staple of popular discussion of the Soviet system. Some of these may have been urban legends. For example, I remember being told as a kid about a factory that met its quota of shoes by producing only shoes for left feet. I doubt that is true. However, there are many examples that have been documented.

One well-documented example is a Soviet factory that was having difficulty meeting its quota for the number of shoes produced in a year because of supply constraints, so it produced only small sizes that required less material. ${ }^{13}$ This wasn't anomalous. In another case, both a factory and the productivity of its individual workers were evaluated by the number of linear meters of cloth produced. The optimal bolt of cloth had a width of 142 centimeters, but to perform "well," the factory produced bolts with an average width of 106 centimeters, which weren't useful for some of the factories that needed cloth. In a number of industries (cement blocks, for example), the performance metric was simply the weight of production in tons. In response, some factories produced only heavier products. For example, one factory increased its output of roofing iron by 20 percent in weight but only 10 percent in terms of the area of roofing materials. There was no technical justification for the increase in the weight of the product per square meter; in fact, in many cases lighter would have been better because lighter materials require less support. Because the output of many factories was measured in terms of the count of items produced, factories
produced low-quality consumer goods that could be made quickly and at low cost.

Most descriptions of this perverse system focus on the resulting bad decisions about the products, but it is equally important to ask what effects it had on innovation and risk taking, which are at the root of long-term improvement. The Soviet system created strong incentives to shun innovation and risk taking. Why? Because when one takes a risk, the gamble often doesn't pay off, so in the short term you are worse off-you have produced fewer shoes while experimenting with a new innovation. In the long run you are worse off for not innovating, but the short-term focus of the performance accountability system puts you at risk of never reaching the long term.

None of these examples mean that the systems failed. For all the gaming that has been documented in the US and British health care systems, both provide a high level of care on average. And while everyone makes fun of shoddy Soviet goods, the fact is that by some important measures the Soviet industrial system succeeded. Its primary goal was a rapid expansion of heavy industry, in part to support the production of military hardware. As the Germans learned in World War II and the United States learned during the Cold War and space race, the Soviet system, for all its flaws, did succeed in those respects. Sputnik worked, and Soviet military equipment was formidable, even though Soviet cars and shirts were garbage.

Nonetheless, these examples highlight two important lessons. The first is simply that you can take Campbell's Law to the bank. It's going to show up in any high-pressure accountability system that is based only on a few hard numbers. We need to look for it and try our best to minimize it and to tamp it down when it occurs. We haven't done either in education reform.

The second lesson is that we need to look at the net effects of reforms, balancing the negative effects against the positive. In some cases the net effects of accountability systems are positive, even strongly positive. Despite all the gaming, I'll bet (although I don't know this for a fact) that British patients are on average better off
because the National Health Service holds hospitals accountable for emergency room waiting times. The moral of the story about ambulances parked in the driveway isn't to stop holding hospitals accountable for wait times; it is to do it with our eyes open and to be ready to fix the inevitable problems that arise.


So what do these examples have to do with education reform? A great deal. All of the examples above-yes, even the Soviet industrial system-have close parallels in the accountability system we have dropped into our schools.

In educational testing the corruption of measures about which Campbell warned takes the form of score inflation-increases in scores larger than improvements in learning justify. In some instances, as I will show in the next chapter, this inflation has been huge. Although this problem has been documented for more than a quarter of a century, it is still widely ignored, and the public is fed a steady diet of seriously misleading information about improvements in schools.

The corrupted practices Campbell noted take many forms in schools, paralleling the examples above. Many of them contribute to inflated test scores, while others haven't been shown to inflate scores but have nonetheless degraded rather than improved what goes on in classrooms.

Cheating. The testing parallel to the cheating by Volkswagen is, well, cheating. A modest number of cheating scandals have made the news-most notably, the scandal in Atlanta that resulted in prison sentences for some educators-but cheating appears to be far more common than these publicized cases suggest. I'll describe some examples in a later chapter. Moreover, I'll show that some common forms of test preparation that most people consider ethically acceptable, and that are used entirely openly, are really cheating.

Reallocation. The Volkswagen and Pacificare cases are analogous to another form of test preparation that needn't be cheating but can still inflate scores: capitalizing on the incompleteness of the measure used for accountability. In the Pacificare example, this was straightforward: a small sample of activities was used to rep-
resent the overall quality of a medical practice. In the case of diesel engines, the sampling is a bit more complex. Diesel engines have to function in a wide array of circumstances-idling, decelerating, maintaining a constant speed, accelerating lightly, accelerating hard, and so on. To gauge emissions, the EPA has used static tests-that is, tests in which the vehicle is actually not moving. Monitoring vehicles while in motion during normal use is much more expensive. Thus the EPA sampled one operating condition out of many. Volkswagen's cheating entailed designing software that generated good emissions figures under that one condition but not under others. In both cases, the response to accountability was to focus to a substantial degree on improving the measure itself, not on improving the underlying process the measure was intended to track.

The Volkswagen strategy has a precise counterpart in educational testing: focusing instruction on the small sample of material likely to appear on the specific test used in that particular system, at the expense of other important material that is either omitted or given little emphasis. I'll show this concretely in a later chapter.

Excluding people with bad numbers. The New York cardiology report card case also has a parallel in educational testing. One obvious analogy is making people ill; while we have no documented cases of deaths resulting from high-stakes testing, it certainly has been making many students and teachers sick. However, that's not the analogy I want to stress. The key value of this case is that it illustrates faking numbers by fiddling with the group-patients, students, whoever-from whom measurements are taken, in order to exclude some who would generate unfavorable numbers. We have ample documentation of this problem in testing as well-for example, allowing low-scoring students to be truant on the day of testing.

Lowered standards. The example of airline on-time statistics has analogues in testing as well. Since the key statistic in our current system is the proportion of students who score at least at the "Proficient" standard, states have an incentive to make sure that their Proficient standards are not too high. And as has been well documented, many have done precisely that.

There are other ways that people game test-based accountability systems. As I'll explain in a later chapter, a particularly important one is coaching, which entails focusing test prep on unimportant, often incidental characteristics of the test used for accountability. Coaching is particularly important because it can produce totally fraudulent score gains and often shades into outright cheating.
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What's the takeaway? Test-based educational accountability can't avoid Campbell's Law, although some approaches may generate worse problems than others. That is not an argument against testing, against holding educators accountable, or even against using tests-in some way-in an educational accountability system. However it does show that we have an obligation-I'm using that word deliberately-to examine the negative effects carefully and weigh them against the positive impacts to see whether the system is, on balance, succeeding.

If we do examine the evidence honestly, the answer is that America's test-based accountability has been failing. In the chapters that follow, I'll discuss at some length both the positive and negative effects of the systems we have imposed on schools. I'll start with score inflation, about which we have had disturbing evidence for more than twenty-five years.

## $\ulcorner 5 \sqsupset$

## SCORE INFLATION

Test scores have been a big deal everywhere for years, but perhaps nowhere more than in New York City from 2002 until 2010, the years when Joel Klein was the chancellor of the city's school system. Klein made rewards and punishments based on standardized test scores the core of his system. Schools were given "report card" grades based on test scores. Some schools were closed because of scores, and others were given bonuses for them. Teachers were given "value-added" ratings based on their students' scores, and these were sent to principals. Near the end of his time, Klein instructed principals to use these ratings to determine which teachers received tenure. Those who didn't, of course, were likely to lose their jobs. Principals, in turn, were fired because of their schools' scores. In several grades, students' promotion to the next grade was made contingent on their test scores. "Quality reviewers" brought test-prep materials to low-scoring schools.

Scores soared. They rose rapidly statewide, but the statewide gains were substantially fueled by increases in New York City, which were much faster than the average improvement in much of the rest of the state.

The New York Department of Education claimed success, and many people bought it. The press seemed to be thrilled. The New York Times reported in 2008 that "reading and math scores for New York students in grades three through eight showed extraordinary gains ... with particularly striking leaps in the large urban areas, including New York City."1 In 2007 the Department of Education won the Broad Prize for Urban Education, a half-million-dollar
award to an urban district that-supposedly-has made the greatest improvements in student achievement. Klein and his accountability policies became an exemplar, both within the United States and internationally. Other large districts-for example, Washington, DC, during the reign of Michelle Rhee-adopted similar testcentered "reforms."

There were clouds on the horizon, however, in the form of the National Assessment of Educational Progress (NAEP), a set of standardized tests that are widely considered a gold standard for evaluating educational trends. When scores on the NAEP were released in 2007, they showed that New York City's eighth-graders had made no progress whatsoever in mathematics on that test over the previous two years, despite their huge gains on the state test. The Klein administration had vociferous critics for many reasons, not just its pressure to raise scores, and the NAEP results added fuel to their concerns. The press became increasingly skeptical of the good news flowing from the district, and journalists quickly changed their tune. Some reporters didn't just worry about Campbell's Law and the possibility of exaggerated gains. They smelled blood, and some repeatedly called experts in testing-including me-to ask about possible malfeasance on the part of state officials. (I told them that they were right to worry about possible inflation but that I was aware of no malfeasance and would have been greatly surprised if there was any.)

This set the stage for the release of state-test and NAEP scores in 2009, which dropped the controversy into the laps of two newcomers: David Steiner, the new state commissioner of education, and Meryl Tisch, elected as the chancellor of the state Board of Regents that March.

It started as usual: another report of large gains on the state test, the third straight since the new tests were introduced in 2006. However, shortly afterward the federal Education Department gave Steiner, Tisch, and Klein embargoed information about the pending release of data on the state's 2009 performance on the NAEP. This is standard procedure; it gives the people in charge time to figure out what to say. This time the state did show score gains on the NAEP,


Figure 5.1. Eighth-grade math scores in New York State on the state's high-stakes test (dashed, diamonds) and the National Assessment of Educational Progress (solid, squares).
but they were a small fraction of the increase on the state test. For example, over the entire period the gains on NAEP in eighth-grade math were roughly one-sixth as large as the gains on the state test. The trends on the two tests are shown in figure 5.1.

The press jumped on this discrepancy. On October 15, 2006, the front page of the New York Times read "U.S. Math Tests Find Scant Gains Across New York.". Two days later, the Nerw York Post wrote that "when state and national testing methods produce such starkly discrepant pictures, folks logically conclude that one-if not bothmust be wrong." ${ }^{3}$ In many cases, less rosy news from NAEP hasn't seriously derailed the flow of seemingly good news from testing programs, but Klein, Steiner, and Tisch had no such luck. The same article quoted Diane Ravitch as saying, "What this amounts to is a fraud. This is a documentation of persistent dumbing down by the State Education Department and lying to the public." The department had to confront this glaring and well-publicized disparity in trends, and they had to do it publicly.

Klein took the standard path and defended the scores on the state test: "This doesn't in any way undermine what we've accomplished here." ${ }^{" 4}$ His argument was that the state test measured what the state considered important.

Steiner and Tisch followed a far more unusual course: they took it on the chin. They told the press that the NAEP results showed that there was something fundamentally wrong with the state's testing program. They expressed concern about score inflation and announced that they would modify the state's tests to combat it. They promptly gave instructions to the state's testing contractor to start altering their tests to make them both broader and somewhat less predictable. They also made a public commitment to allow outside evaluation of score inflation. (Full disclosure: my research group and I were beneficiaries of this, obtaining access to New York data.)

Who was right? By now you know, but it's worth unpacking the argument a bit more.

Let's start with a hypothetical example. Many New Jersey residents work in New York. Suppose I'm an employer and want to hire some entry-level workers who will need some math skills, say, to operate sophisticated machinery. I find that I have applicants who just graduated from the schools in both New York City and Hoboken, New Jersey. Would I want different math skills from the two groups? Would I sort them into two piles so that I could use the New York test to evaluate the math skills of the kids from New York and the New Jersey test-which samples differently from the math domain - to evaluate the Hoboken kids? Would I care which test they took?

Of course not. My only concern would be whether the applicants have the skills they need to do well at the jobs for which they are applying. The specific test they took would matter only if I had reason to believe that one of them better matched the skills I needed.

By the same token, in looking at New York City applicants, would I think, "Why should I care about the skills measured by NAEP? The New York test measures what New York thinks is important"? This would be sensible only if I believed that what is covered by NAEP is unimportant for my purposes. In other words, only if a lot of what
is covered by NAEP is not part of what I mean if I say that kids are learning more math.

Is that plausible? A colleague of mine, Jen Jennings, made this concrete. The NAEP math test is made up of five main areas of content: numbers and operations (arithmetic and then some), measurement, geometry, data analysis and probability, and algebra. Jennings asked: did the small gains the state's students showed on NAEP appear in all five of these areas? She found virtually no progress in four of the five content areas. What gains the state did show were a result of improvements in algebra, which was heavily weighted on the state's own test. In other words, students improved only on the one part of the test for which they had been heavily prepped.

So if Klein were right, he would have to be able to tell parents, employers, and the public that when he announced improved achievement in mathematics, they should take that to mean only an improvement in algebra and not in numbers and operations, measurement, geometry, or data analysis and probability. Joel Klein is one very persuasive guy, but even he would not be able to make that argument stick.

So Steiner and Tisch were right. The state's test scores were badly inflated.

Don't think this was only a New York problem. Superintendents and commissioners generally aren't eager to have studies of possible score inflation in their systems. Trust me: asking one of them for access to their data in order to find out whether scores are inflated doesn't usually get a welcoming response. So there are far fewer audits of impressive score gains on high-stakes tests than there ought to be. Nonetheless, we have enough evidence, accumulated over more than twenty-five years, to know that inflation is common and that it is often very large. Numerous studies have found that score gains were exaggerated three- to sixfold, and there have been some instances in which very large gains in scores have been accompanied by no real gains in learning whatsoever. These studies confirmed what Don Campbell and E. F. Lindquist had predicted decades earlier and gave us hard data showing just how severe this problem had become.

The real puzzle wasn't whether New York's scores were inflated. The real puzzle was why we were still witnessing this argument as late as 2009.
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Score inflation-not just its pervasiveness but also its severity-is so central to the failure of American education "reform" that a few more examples are in order. Several of the studies I will describe are old, which goes to show that we have seen-and ignored-these warning signs for a long time.
I'll start with the first empirical study of score inflation, which I carried out with several colleagues in the late 1980s. I'll tell you the story of this study because it illustrates another serious problem I'll come back to later: the unwillingness of many people who control public education to allow honest evaluations that risk findings they don't want.
High-stakes testing started gathering momentum in the 1970s, and a very small number of people in the field of educational mea-surement-I was among them-started warning early on that this was likely to produce inflated scores. However, as of the late 1980s there was still not a single study evaluating whether inflation occurred or how severe it was. With three colleagues, I set out to conduct one.

First, I had to find the funding the study would require. This wasn't easy, as score inflation wasn't on the radar screen of the education policy world, including foundations and other organizations that fund research.

Then came the far harder task: finding a state or district that would allow us to do the study. We started by submitting a proposal to a state education department that was actually looking for experts to evaluate its new high-stakes testing program. A few weeks later I got a call from someone I knew in the state education department. She knew we were qualified to do the study; to start, one of my colleagues was Bob Linn, quite possibly the single most esteemed person in educational measurement at the time, and very well known in the education policy community. However, she didn't like our plan to evaluate possible inflation. "Isn't that a validity ques-
tion?" she asked. Of course it is, I replied. Scores were likely to go up, so a critical question would be whether these increases were giving the public valid information about students' achievement. She then said that the state's testing contractor would do the department's validity work. I explained that testing contractors don't evaluate score inflation and that they end their work before there has been a chance for score inflation to develop. "No," she answered, "you're not hearing me. Our testing contractor does our validity work." The state rejected our proposed study and then withdrew its request for proposals altogether. Back to square one.

Next stop: a large district in the same state. The administrators agreed to allow the study after we agreed not to identify the district. We designed the experiment, assigned classrooms to different testing conditions, wrote some tests ourselves, purchased materials for two commercial tests, and hired a testing firm to package, distribute, retrieve, and score the tests-a huge effort requiring lots of work and money. Shortly before the tests were to go out to schools, I was summoned back to the district. The superintendent wasted no time: he started the meeting by telling me that he was throwing us out because the study was politically too risky. I pointed out that in addition to not identifying the district, we had even agreed to partially obscure the descriptive information normally required in publications, such as enrollment counts and demographics, to hide the district's identity. He replied that this didn't offer him enough protection. He said that he expected the study would show up in a newspaper and that some teacher in his district would realize that he or she had been in the study. "Then I'll be in trouble with my legislature," he explained. End of discussion.

So we started over yet again. Eventually we found a large district in another state that allowed us to conduct the study, but only under restrictive conditions designed to protect the district from negative publicity. One of these constraints is unfortunately quite common: we were not allowed to identify the district or state. (Imagine getting permission to evaluate one drug in a given category, say, one anti-inflammatory medication, but only on the condition that you not tell the public which drug you evaluated. Or permission to subject cars to collision tests but not to disclose the makes and models
of those that fail.) In addition, we were not even allowed to identify the specific tests used because that might provide a clue about the district's identity. For more than twenty-five years, the two most important of these tests have been known as Test B and Test C.

This wasn't an isolated case. I have had several other studies rejected or terminated because of political risk, and I know others have as well. In one state, when I proposed exploring a topic related to inflation, I was told "That's just not our priority now" and was then denied access to data that the state had provided to numerous other researchers, including a colleague of mine. Imagine if the same were true of drug companies. 'You want to investigate whether our nonsteroidal anti-inflammatory drugs have negative effects on cardiac health? Sorry, that's just not our priority now." Nor is the problem restricted to score inflation. In one case a state superintendent was displeased by some of the responses teachers gave to a survey that some colleagues and I administered, and when I refused to censor the report, she barred me from any research of any kind in that state for years. She even told one of the state's most important foundations that she would not allow her department to cooperate with a study it was launching if I had any role in it. In another state, I had two studies of assessment accommodations for students with disabilities killed in midstream, and the person who stopped one of them told me frankly that the reason was that he didn't want to bear the political risk.

These specific cases reflect a more general and much more troubling pattern: by and large, states and districts allow access to data only if they want the particular study the researchers propose and aren't worried about the outcome. All of the education researchers I know who work with data from states or districts are familiar with the routine: explain in detail not only what data you need but what specific questions you will address with them, and then wait to see whether the proposed analysis passes muster. It is common to receive a memorandum of understanding that specifies-and limits-the questions that can be addressed. It is also the norm to be prohibited from sharing the data with others-unlike many other fields, in which the highest-quality journals will refuse to
publish a study unless the authors make their data available for replication and additional analysis.

There are admirable exceptions to this stonewalling, and I would have been unable to carry out much of my own work without them. The exceptions, however, prove the rule. This reluctance to allow risky evaluation is deplorable, but I will put it aside for now and get on to the results of this study and some others.


If you are skeptical, you might ask: but how do we really know when scores are inflated? Joel Klein's argument-more precisely, the flaw in his argument-holds the key.

Most studies of score inflation follow a simple principle. Recall that tests are small samples of content drawn from big domains, like "eighth-grade mathematics." We want to draw conclusions about mastery of eighth-grade mathematics, not performance on the forty or fifty specific items that were placed on a test. So increases in scores are meaningful only if they signal similar increases in mastery of the domain. If they do generalize to the domain, gains should appear on other tests that sample from the same domain. If a poll is giving you useful results, you should find similar results in other similar polls. Not identical results, of course, but similar enough that they point to the same general conclusion. If not, one or the other has to be wrong. The same is true of tests.

Therefore, most studies of inflation compare gains on a highstakes tests to those on another test that should provide similar information about student achievement. This second test, usually called an audit test, should be a credible test that is unaffected-or at least less affected-by score inflation. NAEP is the most commonly audit test for several reasons. It is considered a very highquality test. NAEP scores are not susceptible to inflation because teachers aren't held accountable for scores and therefore have no incentive to engage in NAEP-focused test prep. And NAEP scores are there for the taking. In math and reading, NAEP is administered every two years, and the scores are available to anyone on the web. The comparison in figure 5.1 that Klein rejected-comparing
improvements on NAEP to improvements on the state's test-is precisely the comparison most often used in studies of possible score inflation. However, sometimes researchers use other tests as audits or administer their own. The studies I will describe here all rely on a comparison with one or more audit tests-NAEP, a lower-stakes test administered by the district, or a low-stakes test administered by the researchers.

## $\bigcirc \bigcirc \bigcirc$

To start, we know that inflation can be severe. You've already seen one example: the inflation of New York State's eighth-grade math scores shown in figure 5.1. The average gain on the test the state used for accountability was roughly six times as large as the state's improvement on NAEP. This inflation was large in absolute terms as well. The scale used in figure 5.1, standard deviations (also known as effect sizes), is unfamiliar to most people, but it's standard in statistics and is useful in discussing score trends because it allows us to compare trends on tests that are reported on different scales. In some cases, effect sizes can be translated into more familiar percentiles, and I can do that here. The trend in state test scores indicates that the median student in 2009-that is, the kid who scored better than half of her peers-performed so well that she would have outscored 71 percent of comparable students only three years earlier, when the testing program had begun. In contrast, NAEP scores suggest that this typical student would have outscored only 53 percent of the state's students three years earlier.

The multiple of 6 in the New York data is on the high side, but it isn't the largest that has been found. In a few studies very large gains on the state test have been accompanied by no improvement whatever on an audit test. A particularly striking example-important for other reasons as well, to which I will return in a momentwas the trend in reading scores when Kentucky instituted its groundbreaking high-stakes KIRIS program in 1992. You may recall that KIRIS was one of the pioneering pay-and-punish systems and that it served in many ways as a template for NCLB. During the first two years of the program, the average score in fourthgrade reading increased by 0.75 of a standard deviation. That is,
the average increased a third more than New York's math scores, but in only two years rather than three. This means that the typical student in 1992 would have outscored fully 77 percent of the state's students only two years earlier! It was obvious to me that this was exaggerated, but NAEP showed that it was even more inflated than I had thought. The state showed no gain whatever on the NAEP reading test. ${ }^{5}$

The first study of score inflation, the one I had so much difficulty carrying out, measured inflation in a form easier to understand: months of schooling. Both the test used by the district and the primary low-stakes test we administered were reported in "grade equivalents," an easily understood measure that unfortunately has fallen out of style. The grade equivalent (GE) is simply the typical score at any point in schooling, expressed in years and months (with ten months per academic year). These can be calculated for any group, but we used the national distribution of scores. For example, in this study, a GE of 3.7 indicated the score reached by the median student nationwide in March of third grade.

Four years before our study, the-district-I-cannot-name started using a commercially prepared test that I am not allowed to identify and therefore call Test C. Scores rose rapidly, and by 1986 the average math score in the spring of third grade was 4.3. That is, students appeared to be about half an academic year above the national average. Pretty good, given that a large proportion (I'm not allowed to tell you that proportion either) of the students in the district were poor and from historically low-scoring groups: African Americans and Latinos.

In 1987 the district switched to a different but very similar test (Test B), and the average score plummeted by half an academic year (figure 5.2). It took a scant three years to recover, putting the average score right back where it had been in the last year of Test C-fully half an academic year higher than when the new Test B was first used.

This sort of sawtooth pattern-scores rising over time, dropping when a new test is introduced, and then rising again-was familiar to testing experts, although not to the public. With some effort, one could come up with a charitable explanation. Perhaps the students


Figure 5.2. Third-grade math scores on two different tests.
maintained their mastery of the material on Test C while adding proficiency on material emphasized more on the new Test B.

Or maybe not.
Our main innovation was to administer precisely the same test (Test C) that the district had used until four years earlier. That's the diamond in the lower right of figure 5.2. Sure enough, as kids were improving on the material emphasized by Test $B$, they were losing (coincidentally, by an identical amount) mastery of material on Test C. Teachers were simply substituting an emphasis on the details of one test for details on the other. ${ }^{6}$

If you have an appropriately skeptical bent, you might suggest that maybe kids just weren't motivated for our test, which was administered two weeks after the district's own. We worried about this too, and we had a way to check whether our scores were biased downward by low motivation. There was no hint of this among third-grade kids or among fifth-grade girls, but it was clear that a small number of fifth-grade boys didn't take our test seriously. That's why we present only the third-grade results. The fifth-grade results were more extreme, but they were potentially misleading. (The reason is complex, but motivation isn't a serious threat to the design of most other studies of score inflation.)

I've shown this figure to thousands of people over the years, and I have often asked: which of the scores from the final year is the honest one to give to parents? Virtually everyone who has answered has said the lower one. The lower one is indeed the one people should trust, but the public almost never gets to see it. There is rarely an audit that would provide them the lower average. They see only the higher one. Inflation goes unnoticed, and everyone is misled to believe that education has rapidly improved.

Not all examples of score inflation are dramatic as these first ones, but even smaller amounts can be seriously misleading. For example, during the first years of Kentucky's KIRIS system, the state's tests showed dramatic gains in mathematics in the fourth and eighth grades. The state's NAEP scores confirmed that students' achievement had improved-but by far less. The average gains on KIRIS were roughly four times as large as those on NAEP. ${ }^{7}$

These are not isolated cases. While score inflation has not been apparent in every place studied, it appears often, and I am not aware of a single credible study of high-stakes testing in the United States that has failed to find inflation in at least some of the systems examined.

When news of score inflation began to register, a widespread response was to blame it on multiple-choice testing. This argument regained currency recently. You will frequently see claims that using some form of 'performance assessments'-tests in which students are required to write or do something, not just select an answer from among several choices-will take care of the problem of bad test prep and score inflation. We need "tests worth teaching to," I have been told more times than I can recall.

Sadly, it just isn't true.
Certainly some forms of test preparation are limited to multiplechoice tests-for example, the process of elimination (only multiplechoice items give you answer choices to eliminate) and plugging in answer choices (only multiple-choice items give you answer choices to plug in). And a number of the best-known studies of inflation have examined testing programs systems that were entirely or largely multiple choice.

However, all that is required for scores to become inflated is that the sampling used to create a test has to be predictable. This predictability can involve the content tested, the way that content is presented, the format of test items, or the way students' responses are scored. For inflation to occur, teachers or students need to capitalize on this predictability, focusing on the specifics of the test at the expense of the larger domain. (I show some examples of how this is done in chapter 7.)

There is no reason to expect formats other than multiple choiceshort constructed-response items, elaborate performance assessments, or whatever-to be immune to these problems, and there's no evidence that they are. The one study we have that directly addressed this question - in fact, it was designed to answer it-was one of the studies of the Kentucky KIRIS program I described above. One of the innovations in KIRIS was to use other formats: constructed response (where students have to write answers), complex performance tasks, direct tests of writing, and portfolio assessments in both writing and math. Multiple-choice items were used very little in some years and not at all in others. You've seen two of the findings. In every case examined, KIRIS score were inflated, in most cases severely. The fourth-grade reading scores summarized above are one of the most severe instances of inflation found anywhere.

A second mistaken belief is that inflation arises only if the system imposes serious and concrete sanctions and rewards for scores. Wrong again. All that is needed is that teachers feel pressure to raise scores on a specific test. This was shown concretely by our first study of inflation. While the system in the-district-I-cannotname was high stakes by the standards of the time, it was extremely lenient compared with what we now impose on schools. For the most part, scores did not lead to concrete consequences for either students or teachers. Students were not held back in grade because of low scores. Teachers and principals, at least if tenured, were not at risk of losing their jobs because of scores, and tenure was not based on scores. There were no cash awards to schools for scores and no school closures because of scores. Rather, the district employed what a spokesperson for another district with similar policies called "the strategy of applied anxiety". Scores were the
core of the district's evaluation of schools, and teachers felt strong pressure to raise them. That was enough.

You may have noticed that all but one of the examples I have given show score inflation in mathematics. The problem of corrupted scores isn't limited to math; after all, it's just Campell's Law in educational garb, and Campbell's Law has shown up almost everywhere people have looked, not just in the education system. However, there are a number of reasons why most studies have focused on mathematics. Testing in math and reading is ubiquitous and has been the core of education accountability in most states since well before NCLB and ESSA. NAEP provides a ready audit test in math and reading in grades 4,8 , and 12 , but NAEP tests in other subjects have been infrequent. Reading tests are as common and important as math tests, but they don't provide as many opportunities for inappropriate test prep as do tests in math or other content-rich subjects, such as history or the sciences. When teaching the many subjects that focus on specific content, one of the main ways teachers can game the system is focusing on the tested fraction of that content, at the expense of other content that is important but not emphasized by a particular test. Reading doesn't afford this opportunity. And a considerable share of reading skill is picked up out of school, starting with parents reading to young children and continuing with kids' reading out of school. In contrast, most students learn most of their math in school, affording more opportunity to game the test. It's therefore not surprising that some studies that have directly compared math and reading have shown that inflation is more common and tends to be more severe in math than in reading. However, the Kentucky findings above show that even reading scores can be severely inflated.


It would be bad enough if we simply had exaggerated score gains that were misleading the public and creating an illusion of improvement. The problem is worse than that.

What makes the problem so much worse is the fact that inflation varies from place to place. You might say, "Well, of course it does. Some teachers will cut corners more than others. Why should we
be concerned about this?" There are at least two reasons to worry a great deal.

The first reason is that we are identifying the wrong teachers, schools, and systems as successes and failures. This is not just fundamentally unfair to teachers and their students. The entire logic of our reforms depends on rewarding the schools that do better and punishing those that don't. However, because in most contexts we can't separate score inflation from legitimate improvements, we are sometimes rewarding people who game the system more effectively, and we are punishing educators who do good work but appear to be doing relatively less well because they aren't taking as many shortcuts. On top of that, we are holding out as examples to be emulated programs that look good only because of bogus score gains and overlooking programs that really are good because the teachers using them are doing less to game the system. In other words, the system can propagate bad practice.

To illustrate this, I will show an example from a former student of mine who compared "value added" estimates for schools in Houston using two different tests: the state's high-stakes test (TAAS) and a lower-stakes commercial test administered by the district (the Stanford, or SAT-9). Value-added estimates using high-stakes tests are of course a key element of evaluating schools or individual teachers in many states. However, value-added estimates are rarely calculated with lower-stakes tests that are less likely to be inflated. To make sure that her results would not be a fluke, she did this comparison fully forty-eight times, using both reading and math, data from two different years, and different statistical approaches. Across these forty-eight comparisons, the consistency of the valueadded estimates from the two tests ranged from mediocre to paltry. (For those readers familiar with statistics, the rank correlations ranged from 0.27 to 0.63.) In other words, if you used the lower-stakes test scores, you would rank many schools much differently than Houston did using high-stakes scores.

To illustrate this concretely, I'll show the median comparison in figure 5.3, which has value-added ratings based on fifth-grade math scores. Half the comparisons showed less consistency than this, and half more. To make sense of this graph, it is important


Figure 5.3. School ranks based on value-added estimates using the high-stakes TAAS and the lower-stakes SAT-9, grade 5 math.
to keep in mind that what I am showing is not how much scores went up in absolute terms. That is not an easy comparison to make with two different tests, and it is not the one that matters in most state accountability systems. Rather, I am simply ranking schools in terms of their value-added estimates. Arrayed along the bottom of the graph is schools' rank on the high-stakes TAAS test, while the vertical axis shows their ranks on the lower-stakes SAT-9. The schools along the dashed diagonal have approximately the same rank on both tests. Those above and to the left have higher ranks on the SAT-9, and those below the diagonal have higher ranks on the high-stakes TAAS.

So let's take two hypothetical schools. I'll call the first school Upright Elementary. The teachers in Upright refuse to do any test
preparation. Instead they work diligently to improve their instruction, knowing that over the long run their students will learn more and do better on tests. They know that test prep can sometimes produce much faster gains, but they don't care. Let's call the second school Sham Elementary. The teachers at Sham have only one goal: to raise scores as fast as they can. They use any form of test prep they think will work, even if it squeezes out good instruction. Some even cheat. (Yes, people do cheat. In fact, Houston has engaged in practices that elsewhere were labeled as cheating. I'll come back to that in later chapters.)

Where would Upright and Sham appear in figure 5.3? To place them, you have to keep in mind that this figure shows ranks, so what we have to figure out is where they will appear relative to other schools.

Sham will make big gains on the TAAS, probably much bigger than those accomplished by Upright. However, it will accomplish this by sacrificing good instruction, so its gains on the SAT-9-or another audit test-will be relatively small compared with those of a comparable school that focused on instruction rather than test prep. Upright is the reverse: its teachers have sacrificed big gains on TAAS for the sake of real improvements that will show up on any similar test. So Sham will rank highly on TAAS and more poorly on the SAT-9. It could be the school I have circled on the lower right. Upright, however, will rank well on the SAT-9 and poorly on the TAAS, like the school I have circled in the upper left.

Sham gets rewarded, and Upright is sanctioned, which of course is the opposite of what we want. And keep in mind that this is the median case: in half of the comparisons, the consistency between the two tests was worse. In some cases, much worse.*

[^1]The second reason to worry about variations in score inflation may trouble some people even more: a small but growing number of studies have found that score inflation is more severe among disadvantaged students, specifically racial and ethnic minorities and poor students. If score inflation is the measure of success-or failure-the reforms are most seriously failing precisely the groups they were supposed to help.

We can see one instance of this if we look more closely at the inflated New York State gains in eighth-grade math that I showed at the beginning of this chapter. During the first three years of the testing program, from 2006 to 2009, the average African American student gained one and a half times as much on the state test as the average white student. The scores of both groups increased dramatically, but the greater gains by African Americans took a big bite out of the average difference between them and white students. This gap shrank by more than a fourth in the space of only three years. At that rate, the entire gap between the two groups would disappear in only twelve years! Even more than the proponents of the system could have hoped for. However, it was a mirage. NAEP results showed that New York's white and African American students made nearly identical, very modest gains.

To those of us who are familiar with these sorts of data, the New York experience was no surprise. The first study that showed large racial differences in score inflation had been published decades earlier. Some of you may remember the "Texas miracle" of the 1990s: scores went up very rapidly on the state test, and the gap between white students and both African American and Latino students shrank dramatically. These gained George W. Bush national notice and played a prominent role in his election campaign. Both were illusory. NAEP showed both far smaller gains overall and very little narrowing of the gaps between whites and the other groups. ${ }^{8}$

A few years later the New York Times replicated this study, focusing just on Houston and using more recent data. The analysis by the Times reached the same conclusions as the earlier study. On the state's high-stakes test, overall gains were very large, and the achievement gap between white and minority students had
nearly vanished. The Times wrote that claims of rapid gains in Houston "catapulted Houston's superintendent, Rod Paige, to Washington as education secretary and made Texas a model for the country." However, the reporters found that overall gains were three times as large on the high-stakes test as on the Stanford audit test. And "the achievement gap between whites and minorities, which Houston authorities have argued has nearly disappeared on the Texas exam, remains huge on the Stanford test." ${ }^{10}$ Like Joel Klein, Paige defended the district's scores, saying the two tests measured different things. All of the experts quoted by the Times disagreed.

Poor students, like minority students, also often show more inflation than others. For example, a study that examined reading scores across a number of states found that inflation was much more common among students eligible for free or reduced-price lunches than among other students. ${ }^{11}$ Ongoing work by my own group has shown that context matters: it is not just the poverty of individual students that predicts the amount of inflation but also the concentration of poor students in a school. We found that poor children had, on average, more severely inflated scores than other kids in the same schools. Even after taking into account this difference in score inflation between poor and other students, schools with a higher proportion of poor students showed greater average inflation.

It's not surprising that disadvantaged students suffer more from score inflation. In fact, when my colleagues and I started my first study of inflation almost thirty years ago, we expected this. Lowperforming schools often face severe barriers to improvementfor example, fewer resources, less experienced teaching staff, high rates of teacher turnover, higher rates of student transience, fewer high-performing students to serve as models, fewer parents who are able to provide supplementary supports, and less pressure for academic achievement from parents, among other things. Faced with these obstacles, teachers will have a stronger incentive to look for shortcuts for raising scores.

Ironically, one of the elements of school reform intended to help low-achieving students appears to have backfired, making these incentives worse. The key is that the performance targets are uni-
form and are coupled with real sanctions and rewards. When these targets require faster gains than teachers can produced by legitimate means, teachers have a strong incentive to search for whatever methods might raise scores quickly. The more severe score inflation shown by disadvantaged students is just one indication of this. You'll see more. There is ample evidence that test prep is more pervasive in the schools serving disadvantaged kids, and some signs that cheating is more common.


Up until now I've been writing about the inflation of students' scores, but people have also found ways to corrupt the scores of groupsschools and entire systems-that don't necessarily inflate the scores of individuals. Remember, the primary focus of accountability is educators, not students. What matters for rewards and punishments is the performance-or at least the apparent performance-of the school system, individual schools, and often individual teachers.

There are two ways of inflating group scores without necessarily corrupting the scores of individual students-focusing on "bubble kids" and manipulating the group of students tested. The second of these will take us directly to the topic of the next chapter: cheating.

First, bubble kids. In our system, the kids who matter most-in some cases, the only students who matter at all-are the ones who can be brought above that arbitrary "proficient" target or who are at risk of falling below it. These are the students many teachers call "bubble kids." They are the ones who count when schools and teachers are evaluated and when rewards and punishments are doled out, because those are all based on the percentage of kids who are "proficient." Kids who are far above the cut don't matter because they are unlikely to fall below it even if you don't pay them much attention. Kids who are far enough below the cut are a bad investment of time: the lower they are, the less likely they are to clear the hurdle, and the more effort it will take to get them there if they do. The big payoff is with kids who are close to the cut.

And this incentive works, although works might not be the ideal word. We have had evidence for years that many teachers devote disproportionate attention to bubble kids. ${ }^{12}$

When teachers focus on bubble kids, their scores go up. And if the teacher is giving these kids more or better instructionnot just more test prep-their scores should go up: they will have learned more. But while the teacher is focused on the bubble kids, what is happening to the nonbubble kids? Their performance can stagnate or even deteriorate with no effect on the magic percentage that is reported to the public and used for sanctions. If that happens, the scores for the teacher, school, or district are inflated even though the scores of the targeted kids are fine.

As it turns out, we are beginning to accumulate evidence that this scenario is too rosy: in some cases it appears that the scores of bubble students-and schools with a lot of them-undergo more inflation than others.

The second way to inflate the scores of groups is what I'll call gaming-manipulating who you test and don't test. This has been done in many ways-for example, reclassifying students as needing special education, excluding some poor or minority students, encouraging low-achieving students to be truant or to leave school, and changing grade assignments to keep low-scoring students out of a grade in which scores are most important. ${ }^{13}$ When the students who would have been relatively low scoring are not tested, the scores of groups-teachers, schools, and school districts-will be inflated even if no students' scores are.

Gaming occasionally makes it into the press. Earlier I mentioned that the Nere York Times published an analysis using an audit test to document inflation in the "Texas miracle" in Houston. The reporters also investigated gaming as a source of score inflation. They found out that low-scoring students were encouraged to drop out and were then not listed as dropouts. Students were held back in the ninth grade and, in at least one case, promoted directly from there to the eleventh grade, thus skipping the state test.

NCLB and ESSA made this sort of gaming harder. For example, because schools are now responsible for the percentage of students with disabilities who are proficient, there is less incentive to reclassify students as disabled. (There still may be some incentive because under the law, schools can test students with disabilities in a number of different ways.) And both laws required testing 95 percent of
each reporting group, which makes it more difficult to exclude lowscoring students from testing.

More difficult but hardly impossible. Perhaps the best example is the scandal in El Paso that hit the press-and the courts-years after the enactment of NCLB.

The El Paso case, which has many similarities to the practices the Times exposed in Houston years earlier, apparently began when the superintendent, Lorenzo Garcia, arranged to boost tenth-grade scores in one high school by excluding low-scoring students from testing, forcing some students out of school, and changing the grades on students' registration so that they would not be listed as sophomores and wouldn't take the tenth-grade test. Of the 381 students listed as freshmen in the school in 2007, fewer than half were listed as sophomores the following year. Scores improved dramatically. The fraud spread to other schools. Truant officers encouraged weak students to stay home during testing. Some were transferred to charter schools. At least seventy-seven students who were not allowed to reenroll as sophomores dropped out. ${ }^{14}$

As in the case of Houston, the resulting big gains gained attention statewide. Before the fraud was revealed, Garcia collected more than $\$ 56,000$ in bonuses and was twice nominated for Texas superintendent of the year.

However, in the end Garcia's fame took a dramatic turn. In 2012 he pleaded guilty to several counts and was sentenced to three and a half years in federal prison for two crimes: his fraudulent manipulation of test scores and directing a \$450,000 no-bid contract to a firm run by a former mistress.

Which brings us to cheating, which I'll examine in the next chapter.

## $\ulcorner 6$

## CHEATING

In 2006 a young math teacher at Parks Middle School in Atlanta, Damany Lewis, went into a locked room where state tests were stored and removed a copy in order to provide teachers in the school with advance knowledge of the questions. He did this very carefully; worried that scissors would leave an obvious mark, he used a heated razor blade to peel back the tab that sealed the package. When providing the test items proved not to give scores as much of a boost as the school needed, his principal, Christopher Waller, told Lewis and a language arts teacher to go to the school's testing office and change wrong answers to correct ones. They did. ${ }^{1}$

This was a small step in the development of a large-scale testing scandal in the Atlanta district that came to a head only five years later. Stunning in its scope and audacity, this case received widespread national attention, with reports in the New York Times, the Los Angeles Times, the Atlantic, and the Huffington Post. ${ }^{2}$ The scandal went all the way to the top, resulting in the indictment of, among others, the district's superintendent, Beverly Hall. It's likely that this scandal did more than anything else to bring the issue of cheating to the public eye.

Cheating-by teachers and administrators, not by students-is one of the simplest ways to inflate scores, and if you aren't caught, it's the most dependable. Thanks to increasingly frequent exposés in the press, a number of well-publicized criminal trials, and a few

[^2]studies, we know that Atlanta was no anomaly: cheating has become a widespread scourge in our schools.

## How Do People Cheat?

Documented cases of cheating are diverse, but the techniques the perpetrators have used fall into just a few broad categories. One that you will encounter particularly often in accounts in the media is one of Damany Lewis's methods: changing students' answer after the fact. His other approach, providing either teachers or students with test items in advance, also shows up frequently. The third type of cheating, which often pops up in cases involving a single teacher but has also been used in some larger-scale cheating incidents, is providing students with inappropriate assistanceeven just giving them the answers-during the test itself. All of these produce fraudulent scores for individual kids as well as for teachers, schools, and districts. The El Paso case and a few others I'll describe here were different in that no one (as far as we know) intervened before, during, or after the test to alter students' answers. Instead, in these cases the method of choice was to exclude from testing students who were likely to score poorly, a technique that is often called "scrubbing" because it entails removing the worrisome students from enrollment rolls. Because in our system the aggregate scores for teachers or entire schools are the crux of the accountability pressure, scrubbing can be just as effective as other forms of cheating in generating bogus gains that will get educators off the hook.

The fact that the publicized cases are dominated by changing answers after the fact doesn't necessarily indicate that this is the most common form of cheating. However, changed answers on multiple-choice tests are one of the easiest indications of possible cheating to detect. The optical scanning machines used by testing companies are sufficiently sensitive that they can usually identify the smudges left behind when an answer is erased, and the software can identify which of the erasures change wrong answers to correct ones. A modest number of wrong-to-right erasures is expected; some kids will think better of a few answers and change them. Very large numbers of these erasures are another matter en-
tirely, particularly if concentrated in specific schools. This is very unlikely to happen by chance-in some documented cases, extremely unlikely. Aberrant patterns in scores, such as gains that are statistically improbably large, are also easy to discern.

For this reason, revelations about cheating scandals often begin with reports of either large numbers of wrong-to-right erasures or implausibly large gains in scores. While improbable results aren't quite a smoking gun-"improbable" doesn't mean "impossible," and there is some chance, even if very small, that the results are legit-imate-it raises a red flag and signals the need to investigate further. As you will see, that additional investigation often doesn't happen, for both innocent and not-so-innocent reasons.

The publicized cheating scandals also differ on another dimension: who the perpetrators were. Here again, I have to warn that the data are woefully incomplete. It's difficult enough to confirm that cheating has occurred. It's harder yet to confirm which people were complicit and in what ways they were. Still, we have enough information to know that the offenders vary from place to place. At one extreme we have the El Paso case, where the initiative for the cheating clearly came from the top-that is, from the district superintendent. At the other pole, I'll describe cases that appear to be the actions of individual teachers acting as lone wolves. Yet other cases lie between these extremes.

## Cheating Scandals

A large number of cheating scandals have been exposed by the press in recent years, but three are particularly large in scope: Atlanta, Pennsylvania, and Washington, DC. All involved several of the cheating methods noted above, and in all three cases, implausible score gains and a large number of wrong-to-right erasures played a key role in exposing the fraud.

A small part of the Atlanta scandal first made the local press three years before it became national news. In 2008, two years after Damany Lewis cut up the package of tests, the Atlanta JournalConstitution identified five schools in which students who had initially failed the state test made gains after summer school that were so large as to be statistically improbable. ${ }^{3}$ In this case, the score
increases found by the Constitution were more than four standard deviations above average. That number doesn't mean much to most people, so the Constitution quoted an expert who suggested that the gains were about as likely as a snowstorm in July. I'm not sure that helps much. Just how unlikely is a snowstorm in July, beyond "pretty damned unlikely"? So to be more specific, the probability of an event four standard deviations above the average is about 1 in 30,000.

This one report didn't have a dramatic effect, but it sparked continuing inquiries, and eventually the case snowballed. After the first Constitution article was published, a number of teachers contacted the reporters to describe incidents of cheating. ${ }^{4}$ The following year the Constitution found nineteen schools in Georgia, twelve of which were in Atlanta, that had suspiciously large changes in scores. ${ }^{5}$ By then the state had begun its own investigation. That investigation hinged in part on the actions of a single third-grade teacher, Jackie Parks, who admitted that she and six other teachers had changed students' answers and agreed to wear a wire to record other teachers. ${ }^{6}$ The report, released in 2011, named 178 teachers and principals at forty-four schools who routinely cheated by changing students' answers on the state assessment. The report stated that cheating had been going on for over a decade. ${ }^{7}$

Beverly Hall, the superintendent of the Atlanta schools, championed "data-driven" instruction, which in this case meant unrelenting pressure to raise test scores. Her administration set very demanding-and, as she later admitted, arbitrary-targets for gains in scores that exceeded those required by NCLB, which was in effect at the time. All school employees, not just teaching staff, were given bonuses up to $\$ 2,000$ if a school reached its target. Failure to reach the target could result in either demotion or termination, and over time she replaced 90 percent of the district's principals. ${ }^{8}$

Hall often spoke of the turnaround she had created in the city's schools with this strategy, and even more than Superintendent Garcia in El Paso, she was able to ride the score gains on state tests to both local and national fame. She awarded more than half a million dollars in bonuses before the cheating was widely ac-
knowledged. During her tenure, two foundations, the GE Foundation and the Bill and Melinda Gates Foundation, gave the district grants totaling more than $\$ 40$ million. In 2009, a year after the first Constitution article but two years before the lid blew off, Hall was named National Superintendent of the Year by the American Association of School Administrators, arguably the highest honor bestowed on a district superintendent. In response the city council declared September 8 to be "Beverly Hall Day," and the city held a ceremony in her honor. ${ }^{9}$

However, once the bad news was out, much of the blame fell on Hall's administration. ${ }^{10}$ The press pointed out the extreme pressure the administration put on teachers and other educators to raise scores. The state's report maintained that her administration "created a culture of fear, intimidation, and retaliation" and had "punished whistle-blowers, hid or manipulated information, and illegally altered documents related to the tests" in order to cover up cheating.

While the Constitution deserves credit for the years of work that finally brought the Atlanta fraud to an end, the most telling portrait of the conditions that led some educators to cheat was an article by Rachel Aviv in the New Yorker that described conditions in the district as a whole but also focused intensively on one school that played a central role in the scandal, Parks Middle School. ${ }^{11}$ This is the school where Damany Lewis and Christopher Waller worked. Aviv documented the way in which Waller choreographed an increasingly large and well-organized cheating ring. By 2008, as Waller later explained, the cheating had become a "well-oiled machine." ${ }^{\text {" }}$

Why did Lewis and others do this? At least in Lewis's case, it was not because he was comfortable cheating. Quite the contrary. He told Aviv later that when he first acceded to Waller's demand that he change answers, he couldn't even look at the second teacher with whom he did it: "I couldn't believe what we had been reduced to."13

Then why? In a nutshell, because their only other choice was to fail-not when compared with reasonable goals but when held to Hall's and NCLB's entirely arbitrary targets. Parks is located in a terribly depressed neighborhood. Half the homes are vacant.

Students call the neighborhood "Jack City" because of all the armed robberies. Very few of the students come from homes with two parents. Aviv reported that some students came to school in filthy clothing and that Lewis told students to drop dirty laundry in the back of his truck so that he could wash clothes for them. Some of the parents were dysfunctional because of drug use. ${ }^{14}$

During the years leading up to the cheating scandal, Parks had made real progress. A new principal renovated the school and worked on both refocusing students on academics and building a sense of community. Using funds that Hall's administration had obtained, the school implemented after-school and tutoring programs. However, this simply wasn't enough, given how fast scores had to rise to meet Hall's demands.

Lewis told Aviv that he had pushed his students harder than they had ever been pushed and that he was "not willing to let the state slap them in the face and say they're failures. I am going to do everything I can to prevent the why-try spirit." And at least some students did see the school's score gains as an indication that they were not failures. One told Aviv, "It was like our World Series, our Olympics. We had heard what everyone was saying: Y'all aren't good enough. Now we could finally go to school with our heads held high. ${ }^{15}$

Some skeptics may say that Lewis was being self-serving in offering altruistic motives for his cheating. After all, his job was on the line. And there is no doubt that fear of punishment, including the fear of losing one's job, did play a role in some educators' decisions. At one point Christopher Waller received a memo from the subsuperintendent responsible for Parks, Michael Pitts, that warned: "Please understand that no excuse can or will be accepted for any results that are less than $70 \%$ of school-based target acquisition." When Waller expressed doubts about meeting Parks's targets, Pitts told him, "The way principals keep their jobs in Atlanta is they make targets." ${ }^{16}$

Nonetheless, I see no reason to doubt Lewis when he claims that some of his motivations were altruistic, but this is in an important sense beside the point. The key issue is not the extent to which the motivations of one particular cheating teacher were al-
truistic or self-serving. The most important lesson from Parks School is that holding people accountable for reaching targets that they can't reach by legitimate means has led many educators to take desperate measures.

The criminal indictments resulting from the scandal show that prosecutors saw the cheating as systematic, not as the actions of lone-wolf teachers. A total of thirty-five educators were indicted, including Hall, other administrators, and teachers. Eleven were convicted under Georgia's Racketeer Influenced and Corrupt Organizations law, twenty-one reached plea agreements, and some were sentenced to prison. ${ }^{17}$ Hall died of cancer before her case came to trial.
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Another large scandal that started in 2009 was centered on Philadelphia but snared a substantial number of districts across Pennsylvania. An investigation undertaken at the request of the state's Department of Education found statistical irregularities in the scores of about sixty schools, roughly half of which were in Philadelphia. These included one school already suspected of cheating because of a large number of wrong-to-right erasures.

This report was not followed up at the time, despite comments by Andy Porter, then dean of the Graduate School of Education at the University of Pennsylvania, that the analysis was a reasonable way of detecting possible cheating. ${ }^{18}$ However, the Philadelphia Public School Notebook, a nonprofit news organization, kept attention on the 2009 report, and the state Department of Education began a new investigation a few years later. The school district and state released a report in 2014 that identified 138 educators as having participated in or fostered cheating in one of several ways. The report showed that the perpetrators had used a variety of different methods. Half had either provided students with answers or changed incorrect answers, while the remainder were involved in other ways, such as failing to report violations of procedure. ${ }^{19}$

At the time I am writing this, the Pennsylvania Department of Education is continuing the investigation, and fifty-three districts around the state have been or are now being investigated. A grand
jury was also convened. Eleven district administrators have been disciplined, and seven administrators and teachers have been criminally charged. ${ }^{20}$

As in Atlanta, the Philadelphia press-and the grand jury re-port-pointed to the pressures educators faced to raise scores in attempting to explain the cheating. ${ }^{21}$ But in Philadelphia, unlike Atlanta, the school district eventually took an active role in investigating and documenting the cheating.


The most controversial case of possible large-scale cheating occurred in Washington, DC, beginning with the administration of Chancellor Michelle Rhee. Rhee was-and remained after leaving the DC schools-one of the nation's most prominent advocates of high-stakes testing as a tool for improving instruction, and like Hall, Rhee put her teachers and principals under extreme and unrelenting pressure to raise scores. Rhee had an unusual amount of power, as she was appointed as the city's first chancellor after the school board had been reduced to an advisory role. Rhee was able to implement a plan whereby teachers could receive bonuses of $\$ 20,000-\$ 30,000$ for good scores, while both teachers and principals could be fired for unacceptable scores. In a single day in 2010, Rhee fired 241 teachers, including 165 who had received low ratings based on scores. ${ }^{22}$ By 2013 she had fired more than 600 teachers for low scores. ${ }^{23}$

Scores-of course-went up, and while Rhee's policies generated a strong backlash, they also propelled Rhee to national renown. My impression is that at that time, only Joel Klein in New York City had more national prominence as an advocate for using highpressure testing to improve schools. As one indication of Rhee's reputation, when she resigned in 2010, Chester (Checker) Finn, one of the nation's most influential conservative commentators on education, wrote, "If Michelle Rhee should exit the schools chancellor's office, I'd recommend her to the Pentagon to take charge of the Iraq and Afghanistan situations. She keeps her eye on the ball, doesn't take no for an answer, recognizes and rewards talent, and purges the ranks of mediocrities." ${ }^{24}$ After her resignation,

Rhee went on the Oprah Winfrey Show-another indication of the fame she had achieved-to say that she was declining all job offers and starting a new organization, Students First, to advocate her version of school reform. This organization, which she continued to lead for four years, rapidly became influential, and Rhee maintained a substantial presence in the media.

But in DC, as in Atlanta, there was trouble under the surface. For half a dozen years, controversy has continued about possible cheating during Rhee's control of the DC schools. Like the scandal in Atlanta, the DC case involves accusations of both widespread cheating and a deliberate cover-up. Unlike the Atlanta case, however, the scandal in DC has never been fully resolved.

The tale is long and byzantine, but it's worth sketching the main elements because it illustrates how difficult it can be to verify cheating and how resistant the system can be to a thorough and honest investigation. There are several reasons why cheating is not investigated carefully more often than it is, including the financial cost and a tendency to assume that no one is misbehaving unless the data shout that someone is. The DC case, however, is not of that sort. The warning signs were there, and prominent people demanded a serious investigation, but it seems that those in charge took steps to avoid one.

The issue arose in part because DC's test vendor at the time, CTB/McGraw-Hill, one of the nation's largest suppliers of tests, routinely checks for erasure patterns when its machines scan the answer sheets for multiple-choice questions. CTB's policy at the time was to flag classrooms with an extreme frequency of wrong-to-right erasures-more than four standard deviations above average (the same number that was the trigger in the Atlanta case). In 2008, one year into Rhee's tenure, CTB flagged ninety-six schools for high wrong-to-right erasure rates, including ten to which Rhee had awarded TEAM awards to recognize high performance. Deborah Gist, who headed the Office of the State Superintendent of Education (OSSE) in DC-an organization separate from and less powerful than the local education agency, the District of Columbia Public Schools (DCPS), that Rhee headed-asked for an investigation. It wasn't undertaken, and Gist dropped the request. ${ }^{25}$

The DC case was first revealed to the public in 2010, when USA Today published a report questioning score gains. The USA Today article focused primarily on one school, Noyes Elementary. Noyes was one of the district's great success stories. In the space of only two years, Noyes' students went from 10 percent "proficient" in mathematics to 58 percent. I'd have to take you through some math to show you why, but for people who are familiar with test data, gains of this magnitude are jaw-dropping. Or, to be more precise, they would be jaw-dropping if they were legitimate. Noyes garnered national as well as local recognition for its seemingly remarkable improvement. In 2009 it was one of only 264 schools nationwide named as a National Blue Ribbon School. Rhee, then chancellor of the DC schools, frequently cited Noyes as a sign of her success in transforming even the lowest-performing schools. USA Today reported,

> Wayne Ryan, the principal [of Noyes] from 2001 to 2010, and the school had been touted as models by district officials. They were the centerpiece of the school system's recruitment ads in 2008 and 2009, including at least two placed in Principal magazine.
> "Noyes is one of the shining stars of DCPS," one ad said. It praised Ryan for his "unapologetic focus on instruction" and asked would-be job applicants, "Are you the next Wayne Ryan?" ${ }^{26}$

If the USA Today article had identified possible cheating only at one school, it would be easier to write the problem off as a fluke. However, that wasn't the case. The article went on to point out improbable erasure rates in many other classrooms and cited three outside experts as saying that the erasures warranted investigation. The reporters also noted that the principals of some of the other schools in question had been given bonuses based on their scores.

A number of investigations over the next several years appeared to clear the district of large-scale cheating, although they did unearth a variety of irregularities and less extreme problems. However, critics of the district's administration have argued that all of these investigations have been seriously incomplete. In 2009

DCPS hired Caveon Consulting Services, a nationally recognized firm that specializes in detecting and preventing fraud in educational testing. However, the Caveon investigation was restricted to only a dozen schools, and John Fremer, the president of the company, explained that its investigation was limited at the request of the district to test security and procedures, not cheating as such. ${ }^{27}$ The district hired Caveon again the next year, and the firm's report confirmed cheating in only a single school-Noyes. However, the acting chancellor who replaced Rhee-her former deputy, Kaya Henderson-had asked Caveon to look at only ten schools, not all of the schools CTB had flagged in 2010. Caveon's inquiry was also limited to just a small number of interviews at each school. The Washington Post reported that Fremer "said he was doing exactly what his client, DCPS, asked. Had it asked for more, he said, more could have been done. ${ }^{28}$

In 2011, in response to the USA Today article, DCPS asked the DC Office of the Inspector General to conduct an investigation. The inspector general's report, issued in 2012, focused primarily on Noyes. It found lapses in procedures but no evidence of teachers changing answers and evidence of only one teacher inappropriately offering students help during testing. On that basis, the inspector general declined to examine other schools. ${ }^{29}$ A report of the US Department of Education inspector general released several months later also found no evidence of widespread cheating. ${ }^{30}$ However, I have been unable to find anything that describes the scope of that investigation, and it is not included on the inspector general's website listing investigative reports. ${ }^{31}$

Concern might have withered away at that point if it were not for John Merrow, a well-known education journalist. Merrow suspected that the cheating allegations were warranted and continued digging. In a blog post in 2013, he revealed that he had obtained a memo indicating that Rhee's administration was aware of probable large-scale cheating as early as 2009. ${ }^{32}$ The memo, dated January 2009 and marked "Sensitive Information-Treat as Confidential," makes it clear that the district was aware of problems with erasures affecting 171 teachers in seventy schools that had been identified by an analysis of CTB's erasure data by AIR, a
major consulting firm with a large presence in education research. District officials arranged with an outside consultant, Sandy Sanford, to conduct an analysis of the erasure data, and the memo unearthed by Merrow was from him. In the memo, Sanford identified one school and documented just how extreme the erasures were, comparing them to the vastly lower erasure rates that are typical when cheating is not an issue. He raised the possibility that when numerous teachers in a school have excessive erasures, this might reflect coordination by a single person, presumably a building administrator. He noted that if the seventy schools were compromised, it would "be devastating with regard to our reported gains in 2008." Sanford recommended continuing the analysis and that in the meantime "we keep this erasure study on really close hold." ${ }^{33}$

Although Rhee issued a statement that she didn't recall receiving the report, Merrow was able to corroborate that the report was legitimate and that both Rhee and her deputy had discussed it at a number of meetings. ${ }^{34}$

This leaves matters up in the air. Clearly, there were a large number of wrong-to-right erasures involving many schools and perhaps many teachers. It's also now clear that Rhee's administration was well aware of this problem from the very first year of testing during her administration, but the district resisted a thorough investigation, and none was ever conducted.

The lack of a thorough investigation was not for want of calls for it. For example, after Merrow revealed the 2009 memo, Valerie Strauss, longtime education writer for the Washington Post, posted an article titled "Why Not Subpoena Everyone in DC Cheating Scandal-Rhee Included?" She noted that that Randi Weingarten, president of the American Federation of Teachers-the second largest teachers' union-had called for a full investigation in 2011 and had renewed her call in response to Merrow's release of the memo. ${ }^{35}$

Despite the continuing uncertainty about the extent of cheating in DC during the early years of Rhee's administration, we do have evidence of later cheating, although on a smaller scale than the early erasure data suggest. As a result of the controversy and the findings of irregularities by some of the limited investigations,

DCPS tightened up its testing procedures. Nonetheless, a 2013 report by the DC Office of the State Superintendent-perhaps coincidentally released one day after Merrow's blog post-stated that eighteen teachers had cheated on the district's high-stakes test the year before. ${ }^{36}$

A number of other large-scale cheating scandals have been exposed by the press, although they haven't gained as much notice. For example, the Atlanta Constitution reporters continued investigating possible cheating after they unearthed the Atlanta fraud. One product of their continuing inquiry was identifying suspicious patterns on the scores of forty-nine educators in eleven of the twenty-six schools in Dougherty County, a suburb of Atlanta. ${ }^{37}$ In Los Angeles six charter schools were closed in 2011 after their directors were accused of ordering staff to provide students with questions and answers before the tests were administered. ${ }^{38}$

Suspicious patterns in test scores have been identified in many other locations where the additional investigation needed to confirm cheating wasn't carried out. For example, in 2012 the Atlanta Journal-Constitution found suspicious patterns of test scores in 196 districts around the country and in dozens of schools that had been recognized as National Blue Ribbon Schools. ${ }^{39}$ In a suburb of Detroit, third- and fourth-grade reading and math scores at one school increased by an amount that the state determined was "highly unlikely due to chance alone." ${ }^{40}$ In Florida a security system flagged more than seven thousand tests as suspicious due to similarities in results and a high number of erasures. ${ }^{41}$

The El Paso case I described in the previous chapter relied on an entirely different mechanism for cheating-removing low-scoring students from testing-but it bears an important resemblance to the Atlanta, Philadelphia, and DC cases: the scandal festered for years and came to light only because of a few determined people. The first indication of fraud emerged in 2009, when a former school board trustee, Dan Wever, became suspicious of the district's very rapid score gains and found indications of fraud in data from the Texas Education Agency website. He contacted both the Texas Education Agency and the US Department of Education, but neither followed up with an investigation. He then contacted
a state senator, Eliot Shapleigh. Shapleigh had already heard anecdotes about forced transfers and removals from students, parents, and teachers, and in response to Wever's account, Shapleigh started his own investigation, talking with parents and even going door to door to find students who had been kicked out of school. In January 2010, with this additional information in hand, Shapleigh confronted Garcia. Garcia denied any wrongdoing and was temporarily vindicated after two state investigations that year were unable to find sufficient evidence to support Shapleigh's accusations of testing misconduct. ${ }^{42}$ Two years after this process began, however, the fraud was finally documented by a district audit and an investigation undertaken by the FBI.

The El Paso and Houston cases are not the only documented instances of cheating by scrubbing. In 2012 the Lockland, Ohio, district dropped thirty-six of its six hundred students from its enrollment rolls before testing and added them back later. This and allegations of similar misconduct in two large districts, Toledo and Columbus, led the Ohio State Audit to launch a statewide investigation of scrubbing. ${ }^{43}$ In 2001 more than five hundred high school students in Birmingham, Alabama, were encouraged to withdraw from school before the standardized tests in April but after the state had used enrollment numbers to calculate future funding and reimbursement levels. ${ }^{44}$


In recent years the press has also uncovered many smaller-scale cases of cheating. Some of these involved changing answers, as in Atlanta. In one case, after receiving an anonymous tip, the Nevada Education Department used erasure analyses to confirm that adults in a Las Vegas elementary school had violated testing protocols and changed student answers, but they were unable to identify the specific individuals who were involved. ${ }^{45}$ State investigators in Maryland found evidence that educators at two schools in Baltimore had changed student answers on standardized tests in 2009 and 2010. ${ }^{46}$ Middle-school students in Mobile, Alabama, discovered upon later reviewing their answer sheets that someone had changed their incorrect answers at some point between the
first and last day of testing. ${ }^{47}$ There have been similar findings of adults tampering with test scores in Oklahoma and Connecticut. ${ }^{48}$

## Cheating by Individual Teachers

The press has documented a number of cases in which teachers or principals opened test booklets in advance. In some cases principals gave this information to teachers so that they could prepare students for the specifics of the test. In others, educators simply provided the illicit information to students directly. In 2010, for example, a teacher in Milford, Ohio, admitted to reviewing the test in advance and preparing a study guide for his students that included exact items from the test. ${ }^{49}$ An internal investigation in East St. Louis revealed that a principal had asked teachers to look at exams to prepare students for particularly challenging items. ${ }^{50}$ In 2007 a Florida teacher took an "accidental peek" at a test and realized that while he had taught students the definition of volume by multiplying length by width by height, the exam item involved the volume of a swimming pool and didn't use the word height. The next day he clarified the similarity between the height and depth to ensure that students understood how to respond to the item. ${ }^{51}$

There have been many documented cases of teachers cheating by providing inappropriate assistance to their students during testing. In some cases teachers have admitted telling students to change answers or providing correct ones-for example, in Houston; Cincinnati; Orlando; Woodbridge, New Jersey; Pontiac, Michigan; Prince William County, Virginia; Clarksdale, Mississippi; and twenty-three schools across California. ${ }^{52}$ One indication that these teachers knew full well that they were cheating was the creative ways some of them tried to mask what they are doing-for example, using facial expressions, hand gestures, and preestablished code words to communicate that student answers were right or wrong, rather than simply telling students outright. One particularly creative teacher in Phoenix, Arizona, told a colleague she would pass out M\&Ms during the test to help students arrive at the correct answer: a red M\&M signaled that the answer was incorrect and the student should check his or her work, while a green M\&M indicated
that the answer was correct and the student could continue on to the next question. ${ }^{53}$

Students of mine who are former teachers have reported similar cheating strategies. For example, one reported that when she was about to administer the state test for her first time, some of her students asked if they would get M\&Ms during the test. She found out that some math teachers in the school had given students a code matching the colors of the candy to the correct answer choice. They would walk around the room during the test, and when they found a student struggling with a question, they would give the student an M\&M of the color that matched the correct answer choice. Special education students also reported to her that when the test was read to them-in subjects other than reading, this can be an acceptable accommodation for some students with disabilities-the proctor would read the correct answer more slowly and louder.

Educators have also admitted to leaving instructional posters displayed in classrooms and hallways, which could provide test answers and which violates standard testing procedures. ${ }^{54}$

## How Common Has Cheating Become?

How common is cheating? There is simply no way to give a precise answer, but it is clearly widespread. A 2013 Government Accounting Office report concluded that "officials in 40 states reported allegations of cheating in the past two school years, and officials in 33 states confirmed at least one instance of cheating. Further, 32 states reported that they canceled, invalidated, or nullified test scores as a result of cheating." ${ }^{55}$ In what may be the most cited academic study of cheating, Brian Jacob and Steven Levitt, using data from Chicago, estimated that "serious cases of teacher or administrator cheating on standardized tests occur in a minimum of $4-5$ percent of elementary school classrooms annually." However, they noted that their method of estimating cheating, which relies on unexpected fluctuations in scores and unusual answer patterns, is likely to underestimate the true prevalence because it does not detect some methods of cheating. ${ }^{56}$ Years ago, when Kentucky had implemented the KIRIS high-stakes testing program that was in many ways a precursor of NCLB and ESSA, some colleagues and

I surveyed teachers statewide. We assumed that we couldn't ask teachers about their own cheating, so instead we asked them how often various inappropriate testing practices occurred in their schools. Thirty-six percent said that test questions were occasionally or frequently rephrased during testing time. Twenty-one percent said the same of answering questions about test content or recommending revisions of students' answers. Seventeen percent said that hints were given occasionally or frequently. Nine percent said that answers were changed at least occasionally. ${ }^{57}$ And while KIRIS was a high-pressure system, it didn't approach the pressure that teachers in districts like Atlanta or DC faced.

It's also clear that reports of cheating in the press, while increasingly frequent, represent just the very small tip of a very large iceberg. To start, think about how close the cheaters in the publicized cases came to getting away with it. Of course, we can't know what would have happened if the cast of characters had been different, but it certainly seems that the persistence of a single organization, or even a single individual, was essential in exposing the major scandals. In the Atlanta case, at the time the Constitution was working on its first article-which focused on a mere five schools, which could pass as an anomaly-Hall and the district were still riding high on the strength of their big gains in scores. What if the Constitution had not produced that first article, or if it had not persisted with its investigation the following year? In the El Paso fraud, two people played indispensable roles: Dan Wever, the former board trustee who uncovered suspicious statistics two years before the scandal really broke, and Eliot Shapleigh, the state senator who pushed the case for two years. In Philadelphia, the Philadelphia Public School Notebook, a nonprofit organization, played a critical role in keeping attention focused on possible cheating after the first indications surfaced. The controversy over possible cheating in DC might well have petered out had it not been for the persistence of a single journalist, John Merrow.

It's worth considering why we are so unlikely to ever find out how common cheating has become.

One reason is that despite a growing skepticism on the part of the press, much of the public, the education community, and the
press remains gullible, willing to take the seeming good news of score increases-even extraordinarily rapid ones-at face value. Score increases seem to confirm that the reforms are delivering exactly what was promised: not only big improvements in learning overall but also, in places like Atlanta, very impressive gains for disadvantaged kids. This is a balloon that people are reluctant to pop. Remember that Beverly Hall was named Superintendent of the Year after the first Constitution article exposing fraud.

I remember a meeting some years ago with a group of a dozen superintendents of local districts who were interested in improving their accountability systems. I stressed the risk of inflated scores and tried to focus the discussion on things one might do to reduce the problem. One of the superintendents gave me what I took to be a condescending smile and said, "I don't have to worry about that in my district." When I asked why, he replied, "Because our score gains are too big to be a result of score inflation." He had the story exactly backwards: the speed of his district's gains was precisely why he should have been worried about inflation.

A second problem is simply the scale of the possible problem. There are currently over thirteen thousand school districts and almost one hundred thousand public schools in the United States. In how many of these districts is there a newspaper, an organization, or a a well-placed individual who will check for cheating? And how many schools can those few organizations and individuals investigate?

Finally, in some instances initial revelations have been followed by resistance to thorough investigation. It's for this reason that the DC and El Paso cases are so instructive.

The alternative to relying on random chance and the occasional persistence of a few individuals would be routine monitoring. As of now we have no routine auditing for score inflation and no systematic checking for bad test prep. For the most part, these are investigated only in the rare cases in which a researcher or a reporter takes the initiative and obtains access to data. Most states and districts spend very little for routine monitoring of potential cheating. For example, the Atlanta Journal-Constitution, once again taking the lead in investigating this problem, reported that "just

10 states budget for such inquiries, according to a recent survey of state education agencies by the Journal-Constitution. Those states set aside from $\$ 5,000$ to $\$ 250,000$ a year for investigations; [by way of contrast,] Georgia spent at least $\$ 2.2$ million on cheating cases in Atlanta and Dougherty County. In many states, officials acknowledge they can afford rigorous inquiries only in the most blatant cases."58 At least one state, California, dropped its routine test audits of randomly selected schools to save money (a total savings of $\$ 105,000$ ). ${ }^{59}$ And some just don't see a reason to look. The Constitution article quoted Gloria Turner, Alabama's director of student assessment, as saying, "We don't just go looking. We assume everything is going as it should." ${ }^{60}$ The warning signs have been present for years, but policy makers haven't acted on them, leaving everyone else-educators, parents, and of course kids-to pay the price.

## Apportioning Blame

Who is responsible for cheating? And who is punished?
In some cases, no one is held responsible and no one is punished. I pointed out in the last chapter that the fraud in El Paso, in which scores were inflated by making sure that some potentially low-scoring kids weren't tested, bears a striking resemblance to the cheating that the Nere York Times had exposed in Houston nearly a decade earlier. The El Paso superintendent went to prison. No one was punished in Houston.

But this prompts the larger and more uncomfortable question: Just who is responsible? Is it just the people who actually carry out the fraud or require it? Or are those who create the pressures to cheat also culpable, even if not criminally?

Shortly after the first convictions in the Atlanta case, this question was raised by Richard Rothstein, an economist who has written extensively about the perverse effects of high-stakes testing. He noted that the teachers who cheated were responding to extreme pressure from the district administration to raise scores, and he added: "What the trial did not explore was whether Dr. Hall [the superintendent] herself was reacting to a culture of fear, intimidation, and retaliation that her board, state education officials,
and the Bush and Obama administrations had created. Just as her principals' jobs were in jeopardy if test scores didn't rise, her tenure, too, was dependent on ever rising test scores." ${ }^{61}$

Rothstein has a good point. In 2014 Secretary of Education Arne Duncan, whose policies did a great deal to worsen the pressure exerted by tests, admitted that "testing issues today are sucking the oxygen out of the room in a lot of schools." ${ }^{62}$ To my knowledge, however, he didn't concede that his own policies were a substantial part of the problem or suggest backing down from them.

Rothstein also raised an even more uncomfortable question: given the consequences the district imposed for failing to raise scores, was cheating the most unethical option teachers had? He wrote:

Certainly, educators can refuse to cheat, and take the fall for unavoidable failure in other ways: they can see their schools closed, their colleagues fired, their students' confidence and love of learning destroyed. That would have been the legal thing to do, but not necessarily the ethical thing to do. As one indicted teacher told the judge before the trial, "I truly believed that I was helping these children stay in school just one more year," something from which they would have benefited far more than being drilled incessantly on test-taking strategies so they could pass tests legally.

This, of course, was precisely Damany Lewis's argument. He found cheating to be repugnant, but less so than the consequences for kids that the system would impose in its absence.

I'm not going to propose an answer. However, this raises a more general point: what is a reasonable dividing line between ethical and unethical responses to high-stakes testing? Not everything legal is ethical. And the press coverage of the scandals has mostly missed a critically important part of the story: the dividing line between cheating and unethical test prep is very hazy. I'll come back to this after describing some forms of test prep in the next chapter.
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## TEST PREP

A few years ago, a student from another country told me that when she was taking prep classes to prepare for the tests required for application to most US universities, an instructor told her that on tests sold by the Educational Testing Service, it is usually safe to eliminate any politically incorrect answer choices. Would this actually help a student score well? I have no idea. However, it is a good illustration of the lengths to which people will go to help students score well on tests without bothering to teach them the knowledge and skills the tests are supposed to measure.

There is no doubt that test-based accountability has resulted in a huge commitment of time and effort to test preparation. I can't be more precise, in part because people don't agree on the dividing line between test prep and regular instruction. In fact, one of the most pernicious effects of reform has to been to blur-and in some cases entirely obscure-the distinction between test prep and teaching. But observe schools or talk to teachers or parents, and it's clear that test prep now absorbs a good bit of available time.

Arguments about "test preparation" or "teaching to the test" often go nowhere because people use these terms in all sorts of ways and can point to both good and bad examples. Proponents think of teachers using tests to figure out what students can't do well and then teaching them to do it. Opponents provide appalling examples of teaching test-taking tricks or drilling kids endlessly on things they expect to see on the test.

Both are right-up to a point.

Of course there is good test preparation. One of the legitimate purposes of tests is to help teachers learn what aspects of their teaching need to be changed or strengthened, which ultimately benefits their students. I'll give an example from my own teaching. In addition to writing papers, students in my introductory class on testing take two exams, each with ten or a dozen constructedresponse questions-that is, questions to which they write freeform answers. A widely misunderstood rule of test construction is what you could call the Goldilocks principle: if you want to differentiate among students based on how much they have learned, the tasks on a test should not be too hard or too easy. If they are, they tell you nothing about who has learned more and who less. However, that is not the only purpose of my exams. I also want to make sure that nearly everyone in the class has mastered some key concepts, and I certainly wouldn't want the students-who are wise to the Goldilocks rule-to skip these essential ideas when reviewing. So I allocate a few of the ten or twelve items to questions that I expect almost everyone to get at least approximately right.

One year I included a question that I expected almost all of the students to answer acceptably. I was shocked to find that only about 20 percent did.

I couldn't pin this on the students. My class is known to be tough, and the students who enroll despite this are mostly capable and hardworking. That left only me to blame. So I overhauled how I taught that material the following year. I did this not to get better responses to similar questions in the future but to try to explain the material better. That time it worked.

Studies have shown that testing can also encourage desired types of teaching. When states started directly testing writing-that is, giving tests for which students had to write, rather than just tests that used multiple-choice and other formats to show whether they had certain skills related to writing-many teachers increased the time they devoted to teaching writing. In the late 1980s and early 1990s, Vermont experimented with portfolio assessments. These entailed collecting and rating work students did in the course of instruction rather than sitting them down at a set time to take a test. My group had the privilege of being the independent evalu-
ator of that effort. The assessment had numerous technical problems that undermined its usefulness for some of its intended purposes. For example, the state wanted to compare the performance of schools, but we advised them that the portfolios were scored so inconsistently that such comparisons would be useless and misleading. However, the portfolio assessment did encourage some of the desired changes in instruction. For example, many math teachers incorporated more complex problem-solving into their instruction, which was one of the goals of the testing program.

If most teachers responded to our current test-based accountability system in ways like that, I wouldn't be writing this book. But by and large, that is not what has happened. High-stakes testing has generated a vast amount of test prep that bears no resemblance whatever to these positive examples. At its best, bad test prep wastes precious time. Often it does much more harm, corrupting instruction and producing the fraudulent gains I discussed earlier. And some of this test prep, even when carried out openly, shades into cheating.

## Three Types of Bad Test Prep

The only way to make sense of the wide variety of test prep strat-egies-and to understand why some are so destructive-is to look at a few concrete examples. And it is helpful to distinguish between three different types of bad test prep because their implicationsfor example, their effects on score inflation and on the quality of instruction-can be quite different.

## REALLOCATION BETWEEN SUBJECTS

To start, what would you expect would happen if you put great pressure on teachers to raise their scores on tests of a few subjects but ignored everything else? This is not rocket science: you would expect them to cut back on things that don't count and shift resources to the tested subjects. It's just Campbell's Law. And they do. We've known for decades that they often cut back on subjects like social studies, art, and music. In the early years of the Texas accountability system, one of the first high-pressure testing systems in the country, some teachers reported that they reduced-sometimes
very substantially-the amount of time devoted to teaching science, which was not tested, in order to make additional time for prepping kids in math and reading. ${ }^{1}$ Over the last few decades, a substantial number of studies in other locations have shown that schools have cut back or eliminated instruction in numerous untested subjects other than science, including social studies, music, art, and physical education. ${ }^{2}$ Some educators have also curtailed nonacademic but important activities, such as recess. ${ }^{3}$ (Anyone who thinks that recess is unimportant hasn't taught in an elementary school.) A few states have tried to address this by testing a larger number of subjects, but by and large, the problem has been allowed to fester for decades.

A student of mine who is a former fifth-grade teacher in Texas described what this looked like in her school:

> Art and music rooms are now "Math Labs" where multiple choice math packets have been substituted for drums and paintbrushes. For the lowest performing students, Physical Education has been turned into remedial instruction on computers. The playgrounds are empty. Enrichment and recess have been removed from the typical elementary school day. Science and Social Studies went from being marginalized in the curriculum to being completely eliminated. The teacher who is on the payroll as the science teacher now pulls out small intervention groups to give them remedial instruction for the exams.

In the trade, this response to testing goes by the ugly term between-subjects reallocation. Mea culpa: I coined it. In this case, however, the jargon is useful. As one would expect, teachers are simply reallocating their instructional resources, especially time, to better match the content of the tests. However, the fact that in this case they are reallocating between subjects-between tested and untested subjects-is critically important.

Reallocation between subjects avoids the pitfalls that are the main focus of this chapter. In itself, it doesn't degrade instruction or inflate scores in tested subjects. Other types of test prep do.

Nonetheless, reallocation between subjects is very troubling, for two related reasons. The first is obvious: some of what is being cut back is important for students and ultimately for all of us. Students who don't learn social studies and science, for example, are poorly equipped to be informed citizens and will be less competent in many lines of work.

The second problem created by reallocation between subjects is that it can create a misleadingly positive impression of the impact of test-based accountability. I'll explain in a later chapter that the one unambiguous positive effect of test-based accountability has been an increase in the mathematics performance of younger students. Advocates tout this as evidence that their policies have led to better instruction, but to some extent, better performance in math is simply reflecting time taken away from social studies, science, and other subjects. By reallocating instructional time between subjects, teachers have reallocated student learning.

## REALLOCATION WITHIN A SUBJECT

This brings me to the second kind of test prep, reallocating time and other resources within tested subjects, focusing on content that is emphasized by the test. Let's start with a chart from a PowerPoint file that the Quincy, Massachusetts, school district used to keep on its website for the benefit of the district's teachers. The first page showed three secondary-school math texts. When you selected a text, you got a separate screen for each chapter. Figure 7.1 shows the screen for chapter 4 of the Algebra I text, with each row denoting a different section in the chapter. The underlined numbers were live links to all of the publicly released test items that assessed that part of the chapter, over a period of four years. There were four items testing content from this chapter: two testing material from section 4.2 and one each from sections 4.4 and 4.5. Over the four years, there were no test items assessing material from the other sections of chapter 4.

Why would teachers want this chart, and why would the district want to give it to them? Because it is an extremely efficient way to raise scores on the state's test. With just a quick look at this


Figure 7.1. One page from a PowerPoint file showing material covered by the Massachusetts mathematics test.

PowerPoint presentation, you can see in a only a minute or two that chapter 4, "Graphing Linear Equations and Functions," is tested much less than many of the other chapters. In a matter of seconds you can see that it is probably safe to skip five of the eight sections in this chapter without penalty on the test, which frees up time for the three sections that hold the paydirt. In addition, clicking on the links to see the actual test items used in the past would show you how the state tested that content, but let's leave that aside for a moment.

You might say, So what? Perhaps sections 4.2, 4.4. and 4.5 are more important than other sections of chapter 4 . And in fact, in many instances, tests do give more emphasis to more important content. But sometimes not. Sometimes it appears that differences in emphasis are accidental results of sampling, just as a pollster might happen to phone you and not me. Consider these two eighthgrade English / language arts standards that were in place until recently in New York:

- Interpret characters, plot, setting, theme, and dialogue using evidence from the text.
- Evaluate the validity and accuracy of information, ideas, themes, opinion, and experiences in texts to identify multiple levels of meaning.

Which is more important? It's hard to see why the second is less important, and indeed, it happens to bear a striking similarity to a major focus of the Common Core standards that replaced these standards. Yet over a five-year period, the test gave heavy emphasis to the first ( 12 percent of the possible raw score points on the entire test) but very little weight to the second (a mere 2 percent).

However, the truly critical point isn't the importance of the material that's emphasized by the test; it's the importance of the content that is deemphasized or omitted altogether and that teachers spend less time on as a result. Recall that until mid-2016, the Insurance Institute for Highway Safety conducted one of its crash tests, the small overlap frontal test, only on the driver's side. Why was that a problem? Not because the safety of drivers is unimportant but because passengers also want to survive. Many consumers-I was one of them when I purchased a car nine months before the news about right-side crash tests hit the news-naively assumed that the published results indicated the degree of protection of both passengers, but when IIHS started releasing passenger-side results, it turned out that some manufacturers had been teaching to the test, and passengers were at much greater risk. Knowing that only the driver's side would be tested, car manufacturers made that side much safer but didn't bother doing the same for the passenger's side because it wasn't being tested. Scores on the safety tests-if you take them, as I did, as an indication of the safety of the entire car-were inflated. The analogy applies to polls as well. A test is like a poll, a small sample that ideally allows you to draw conclusions about something much bigger, such as an electorate. Given the small size of most samples, a poll may happen not to survey people from some locations-say, Tulsa or Newark. Would a candidate conclude that she is safe to ignore voters in Tulsa or

Newark? Obviously not, because even though they weren't polled, they vote.

A test is no different. It's a small sample that allows you to draw conclusions about a much bigger domain of achievement. So "important" in this case means "important for the conclusions people base on test scores." Are five of the eight sections of the chapter in figure 7.1 irrelevant to what people have in mind when they use an algebra test score to gauge the competence of a student? Often the answer is no: the omitted content is important, but it was omitted only for want of space and time. In fact, if you hired someone else to write your test, that omitted content might well be tested.

For more than two decades, teachers have been reporting in studies that they cut back on important material, including content explicitly included in their curriculum, because it doesn't help them on the test. One of my favorite examples was a math teacher in Boston who said to my team after completing a pilot survey, "Why would I teach irregular polygons?" She didn't mean that irregular polygons are unimportant; she meant that to the best of her recollection, irregular polygons didn't appear on the state test for the grades she taught. (We looked. She was almost right. We did find a single irregular polygon. However, it was symmetrical, and she probably mistook it for regular.)

Most people with experience in schools, however, don't need expensive survey research to document that important content is pushed aside because of a test. They see it and hear about it all the time.

When confronted with reallocation, people often argue that when this happens, students do learn something real. They are sometimes right. In the case of the Quincy PowerPoint file, if teachers spent all of their time on sections $4.2,4.4$, and 4.5 , and if they taught those sections well, students would at least learn that content.

The problem is that while they have learned something of value, their scores can be deceptive because of what they haven't learned in order to make more time for the material that's tested. The problem arises when this omitted content is important for the conclusions that people base on students' scores-including their parents, teachers who will have the students in later years, future employers,
and the public that receives the results in the newspaper. We would want to believe that kids whose scores increased learned more algebra, which happens to include the other sections of chapter 4. An employer who needs basic algebra skills is not likely to be thinking about the difference between sections 4.1 ("coordinates and scatterplots"), which wasn't tested, and 4.2 ("graphing linear equations"), which was. But students often learn much less about those untested sections than the increase in scores would suggest because those sections are now starved for instructional time.

Many districts and states, like Quincy, provide information to help their teachers reallocate. It's so widespread that there is a common term for the material that teachers are told to focus on because it is emphasized by the test: power standards. Let's be blunt: states and districts are helping to undermine their own tests. I'll come back to this at the end of the book because it is one of the most important failures of our system: no one above the teacher has any incentive to worry about how teachers raise scores. If there is a way to boost scores, administrators have every incentive to push it, even if the gains it produces are bogus. Some resist this temptation. Others don't. Those in charge of state and local education agencies are as desperate for rapid gains in scores as anyone else.

## COACHING

While reallocation can undermine instruction and inflate scores, it isn't the worst sort of test prep. There are other types of test prep that at their worst teach students nothing of value whatsoever. These are really just a sleight of hand. My group calls these coaching. The key to coaching is the question I put aside before: how content is tested. Coaching focuses on unimportant details of the particular test, such as the format of the test items, other aspects of the presentation of material (is the question posed verbally, algebraically, or with a graph? what kind of graph?), and how students' responses are scored. These details also include small, incidental aspects of content, things that aren't of any substantive importance but that can affect how students respond. Coaching entails focusing test prep on these details, rather than on the underlying content that matters.

To make this clearer, I'll use the terminology Audrey Qualls, who taught educational measurement at the University of Iowa, once used in explaining this to a group of educators. If students really know the material, she explained, they should be able to use it successfully when confronted with "unfamiliar particulars." In the real world-in employment, for example, or even in later schooling-they are unlikely to encounter this material in precisely the form it happens to take on a specific test. If their "success" in answering a test item depends on the particulars of the specific test-for example, a particular kind of graph, a particular form of equation, a particular rule for scoring answers-then they don't really know the material in any useful sense.

Not all of the "tricks" students are taught to prepare them for tests are coaching in this sense, and some are beneficial. A good example appears in a test prep book that Princeton Review used to sell to prepare kids for the tenth-grade MCAS, which Massachusetts students have to pass to graduate from high school. The book suggests: "Many of the multiple-choice questions you'll see are long word problems. It's easy to get confused if you try to solve the question all at once. The best way to approach these questions is by taking 'bite-sized pieces.'"4

Why isn't this coaching? Because it is not tailored to any specific details of a particular test. It's also a sensible strategy that can be applied to a wide variety of complex problems. I use it myself both in solving problems and in teaching the mathematics that underlies testing. It's just good sense. If students learn to "chunk" problems effectively, it will help them in real life, not just on one particular test or on standardized tests in general.

Some coaching seems not to do anything much at all other than waste instructional time. For example, one study examined what happened after the Chicago Public Schools began requiring that all students take the ACT college admissions test. Teachers predictably began spending considerable time coaching, but for the most part it didn't work: scores didn't go up. The test prep didn't produce either real gains in learning or score inflation. The study found that "improvements from the PLAN (an earlier test) to the ACT are smaller the more time teachers spend on test preparation
in their classes and the more they use test preparation materials" (my emphasis). ${ }^{5}$

Many coaching strategies, however, can be effective ways of producing fraudulent score gains. I'll give a few examples here. These depend on specific details in a given test, so I will walk you through the relevant particulars. These few are just a taste and don't do justice to the rich diversity of harmful coaching strategies.

I started the chapter with one strategy that shows up almost anywhere that multiple-choice testing is used: process of elimination (POE). I'm guessing that almost everyone who reads this will have encountered POE, the technique of eliminating incorrect answer choices rather than selecting the right one based on your knowledge of the material. The rationale, as explained in the Princeton Review test prep book I cited earlier, is simple: "Why is POE a good idea? Because it's often easier to identify the wrong answers than to find the correct one." ${ }^{6}$ Having spent some time writing multiple-choice items, I understand why. It is very hard to write good "distractors," as the incorrect answer choices are called in the trade.

The problem with POE is that some of the students who find the correct answer by eliminating incorrect ones would be unable to generate the correct answer if they weren't given alternatives from which to select-for example, if they were simply given the question and had to write an answer, as students do on my class exams. And once they leave school and enter the real world, that's what they will usually encounter. They won't be given answer choices. They will be expected to come up with the correct answer themselves.

Plugging in also capitalizes on the multiple-choice format and is frequently used in preparing for mathematics tests. This is a particularly prized technique in dealing with equations. Ideally, a test item would evaluate whether a student can solve the given equation. However, even if students haven't learned how to do so, they can often find the answer by plugging in each of the answer choices to see which one fits. The problem is the same as with POE: in the real world, no one is going to give students answer choices to plug in.

POE and plugging in, however, are generic strategies and don't really give the full flavor of coaching. To get a good feel for coaching, it's necessary to look in more detail at a few examples that are focused on specific tests.

## "Pythagorean Triples," or How Not to Build a Roof

Secondary-school mathematics tests often include an item about the Pythagorean Theorem: the square of the length of the hypotenuse of a right triangle is equal to the sum of the squares of the lengths of the two legs, $\mathrm{c}^{2}=\mathrm{a}^{2}+\mathrm{b}^{2}$. This may seem like a bit of esoterica to some readers, the sort of thing you quickly forgot after graduating from high school, but in fact it has a great many practical applications. If you hire someone to build you a roof, you had better hope that she knows the Pythagorean Theorem.

The goal of coaching is to prepare students to answer items about the Pythagorean Theorem as quickly as possible, without worrying about whether they have actually learned it. How can we do this? Because of an incidental characteristic of many of the test items used for this purpose, it's easy.

To show you how, I'll again turn to the test-prep materials Princeton Review used to sell for the tenth-grade Massachusetts MCAS mathematics test. It offers two test-preparation strategies for these items. ${ }^{7}$ The first presents the formula, with a diagram and a few sentences repeating the rule. It offers no explanation that would help students understand the rule; it is just a reminder to help them memorize it. As one former student of mine, a career educator, put it, this is "garden-variety lousy teaching," no different from what one might find in many classrooms even if there were no test at the end of the year. It's not coaching, because it doesn't capitalize on details of the test. But even though it is boring instruction, it can work: if the person you hire to build a roof happens to have been a student who memorized it and managed to retain it, you are in the clear.

The second method Princeton Review provided, however, is a perfect example of coaching. This method tells the student that there are two "popular" or "common" Pythagorean ratios, 3:4:5 and $5: 12: 13$, and that one of these or a multiple of it will solve any problem they encounter in the MCAS. Just where are these par-
ticular ratios "common"? Not in the construction of roofs or an almost any other real-world context. They are common on tests, because without a calculator almost no students can calculate square roots. This puts the people writing test items in a bind. If you give students a test item in which the leg lengths are 4 and 6 , almost no one (other than those who guess right) will be able to give you the hypotenuse. However, you will have no idea why students got the question wrong. Some of them will get it wrong because they don't know the Pythagorean Theorem. But some who do know the theorem will get as far as $4^{2}+6^{2}=52$ but will then stumble because they can't figure out $\sqrt{52}$ without a calculator. You won't know whether it is safe to hire one of them to build your roof.

The solution for the item writers is to use squares that students know. Most students know that $5 \times 5=25$, which makes it safe to use a triangle with legs of 3 and 4 and a hypotenuse of 5 . If a student get a 3:4:5 problem wrong, the chances are pretty good-not perfect but good-that he doesn't know the Pythagorean Theorem. Therefore the 3:4:5 Pythagorean triple is very "popular" with item writers. (In my experience, 5:12:13 is less common, presumably because most students don't know off the top of their heads that $13^{2}=169$ ).

Enter the Princeton Review, which helpfully clues students in to this entirely incidental characteristic of the items they will confront. Don't bother memorizing the complicated theorem; just memorize the triples, which is easier and faster. Most of the students will get the item right, and everyone can go home happy. Well, almost everyone. Just don't hire one of them to build your roof.

You might ask if teachers really use this technique. They do.

## Memorizing Arbitrary Symbols

Another particularly depressing example also comes from secondaryschool mathematics. One of the first things students learn in algebra is simple linear equations with two variables. These equations are ubiquitous in the real world. My electric company charges me a fixed connection fee every month and then another amount for each kilowatt hour I consume. That is a simple linear equation with two variables: the number of kilowatt hours I consume and the total they bill me. In most cases, if you ignore wait times, taxi fares also
reflect a linear equation with two variables, distance traveled and total fare. We in United States still use the Fahrenheit temperature scale, while virtually everyone else uses the metric system and the Celsius (Centigrade) scale. (The United States Metric Board, established to encourage a switch to the metric system, was abolished by President Reagan in 1982.) So if we want to know how hot or cold it is outside when traveling, we have to translate Celsius temperatures to Fahrenheit using the linear equation $\mathrm{F}=32+1.8 \mathrm{C}$, where $F$ is the arbitrary symbol for degrees Fahrenheit and $C$ denotes degrees Celsius. Because these linear equations are found everywhere in the real world, they are a primary focus of introductory algebra instruction, and students who don't understand them can't be labeled-at least not honestly-as proficient in basic algebra.

To show the extremity of this particular instance of coaching, I have to use the correct terminology. I'll illustrate this with taxi fares in Washington, DC, which I have plotted in figure 7.2. There is an initial charge of $\$ 3.25$, which is the fare before you start the drive. This is called the intercept-the value of the outcome (in this case, the fare) when the value of the input (distance) is zero. Once the cab starts moving, the fare increases by $\$ 2.16$ per mile. This is the slope: the rate at which the outcome changes for each unit increase in input-that is, per mile traveled. The greater the charge per mile, the steeper the slope of the line. The two variables are the distance and the fare. The intercept isn't a variable; it's a constant $\$ 3.25$ regardless of how far you go.

To write a linear equation of this sort, you need symbols for the variables and for the intercept. These can be anything whatsoever. Understanding that the symbols are arbitrary is a fundamental skill in introductory algebra. If students understand basic linear equations and can apply that knowledge to the taxi-fare example, they should recognize the slope, not because it is represented by a particular symbol but because it is multiplied by the input variablein this case, distance in miles.

However, many introductory texts-and not coincidentally, many tests administered in the secondary grades-happen to use the form $y=m x+b$, where m is the slope and b is the intercept. There is ab-


Figure 7.2. Taxi rates in Washington, DC. The initial charge (the intercept) is $\$ 3.25$. The charge per mile traveled (the slope) is $\$ 2.16$.
solutely no reason to prefer this form. I noted in an earlier chapter that two things are needed for score inflation: the test has to be predictable in some way, and teachers need to capitalize on that predictability. The fact that the test consistently and predictably uses the $y=m x+b$ format makes it very easy to coach-and to generate fake gains in the process.

One former teacher explained to one of my classes how all of the teachers in her school coached students for these items. Teachers had assiduously collected all the words that they had seen associated with each element of the equation in previous tests. For example, the words corresponding to $m$ included slope, and those corresponding to $b$ included intercept. They put together lists of these words and had their students memorize them. Students were told that when they started their math tests, they should write $y=m x+b$ at the top of the first page and then jot down under each
symbol-even the equals sign!-the list of words they had memorized, including these:

- under $y$ : dependent, range, output, money
- under =: is
- under $m$ : slope, rate of change
- under $x$ : independent, domain, input, time
- under b: y-intercept, initial, constant, starting point

With this list, students can simply map from words to symbols, or vice versa, without having any real understanding of what they are doing.

To see why this matters, let's say that a test author instead used the form $y=a+b x$, which happens to be-again, for no reason other than convention-a form the students will see far more often if they later go to college. (In my own classes, the only times I have used the $y=m x+b$ format is in explaining this example of coaching.) If the test used the more common $y=a+b x$ form, students who had been coached to answer test items using the list from my student's school would most likely get the question wrong. They had been taught to memorize that $b$ signifies the intercept, but in this far more common form it denotes the slope. Their "success" on items that use $y=m x+b$ would be entirely bogus.

These last two examples illustrate an important point: while some coaching strategies depend on the multiple-choice format, many don't. POE obviously does; without the multiple-choice format, there are no options to eliminate. But neither the Pythagorean triples example nor the list of words for $y=m x+b$ depends on using any particular item format.

Why is this last point important? Because for thirty years, many people have blamed multiple-choice testing for the problems of test prep and score inflation, and they promise to make the testbased reform system work right simply by avoiding it and using other kinds of tasks. We've had hard evidence for decades that this promise is baseless, but that hasn't deterred some influential people from making the claim. The core problem isn't a particular format. It's the predictability and limited scope of standardized tests.

## When Does Test Prep Become Cheating?

Is some of this test prep dishonest or unethical? Is it really cheating?
Most people don't think so. Educators use these types of test prep openly. Private firms sell materials showing how to use them, and more significantly, many states, districts, and school administrators distribute them. The types of test prep I have described here aren't mentioned when cheating cases hit the press. Most of those scandals have entailed changing answers, giving help during the test, or distributing test items before the test, all of which people agree constitute cheating. Some involved gaming the system by removing potentially low-scoring kids from the group tested, although, as you have seen, that hasn't always been treated as cheating. In reporting these scandals, the press never mentioned gaming the system with the likes of Pythagorean triples.

But let's step back. Where should we draw the line between undesirable test prep and cheating?

The effects of some test prep are not always clear. This is true of a lot of within-subject reallocation. In some cases, reallocation will improve instruction-if the material teachers begin to emphasize in response to the test is particularly important and the material they deemphasize is less so. We know that some teachers do drop important material, but we don't know the mix of good and bad reallocation. Moreover, even when it turns out that reallocation is undesirable, that won't always be apparent to teachers. So let's leave reallocation aside, at least when it is done with good intent.

But what about the cases where teachers omit material they know is important for students' success? What about when they know that the omitted material is part of what stakeholders-parents, employers, and others-expect scores to reflect? In those cases the teacher's reallocation will necessarily mislead the people using the test scores.

Coaching is a starker case because it is clear that many forms of coaching can produce only fraudulent gains. One doesn't need to imagine what parents and employers think scores mean. If we help students "succeed" on a Pythagorean Theorem question by teaching students to look for the Pythagorean triple 3:4:5 rather than by teaching them the actual theorem, they don't in fact know
the theorem, and they won't be able to use it in later education, in the workforce, or in daily life. The same is true if they "solve" a problem involving a linear equation by memorizing that $b$ stands for the intercept.

This poses an uncomfortable question: Should test prep techniques that produce fraudulent gains be considered cheating? How is using a type of test prep that can only yield fake improvements different from Volkswagen's using software that could only produce bogus emissions-test results?

In some cases there is one very important difference: Volkswagen's aim was to deceive, and some of those creating fake gains by means of test prep don't have that intent. Many people in education don't understand testing well, and some-we have no way to know how many-won't realize that a given technique generates only bogus gains. For example, it's likely that many teachers who drop material not emphasized by the test never think about how this will mislead the people who use their students' scores.

This stands in marked contrast to the behaviors commonly considered cheating. When teachers change students' answers on a test or use M\&Ms to signal the right answers, it's clear that they know that they are producing fraudulent "success." Remember the care that Damany Lewis took to ensure that no one would notice that the packages from which he took test booklets had been opened.

However, a lack of knowledge about testing doesn't seem to be the only reason that some educators believe their borderline-cheating test prep is acceptable. Some years ago I was asked to spend an afternoon introducing key issues in testing to about 125 district administrators who had come to Harvard for a professional education institute. Toward the end of the session, I gave them a packet of real examples of test prep activities. All of the examples were bad in one respect: they were boring as sin. However, some were OK in another, important way: if students actually remembered what they were shown, they would have skills or knowledge that they could put to use somewhere else, say, in later education or employment. The other examples lacked even this redeeming value; they were simply ways to jack up scores on the specific test used for accountability, and they would provide students with no skills
or knowledge that would be useful outside of the context of taking that particular test, or one very similar to it. The first Pythagorean Theorem example above would fall into the "potentially OK" category. The second, the Pythagorean triples, would-or should-fall into the "completely unacceptable" category. (The packet included both of these strategies.) The task I gave the administrators was to classify the examples as good or bad, considering only whether they would produce gains limited to the test. I told them to ignore whether they were good or bad instruction in any other respect.

Their reaction took me completely by surprise. A minorityperhaps a third of them-immediately got the point and had no difficulty with the task. In discussing it, some said things like "If you think this is bad, you should see what goes on in some of our schools." Most of them, however, labeled virtually everything as "good." For example, process of elimination was just fine with most of them. I responded by asking what would happen if they relied on POE and the test authors then switched to a constructedresponse format in which there were no choices to eliminate. The answer was obvious: kids would get the new items wrong. Some justified POE anyway, saying that the strategy itself represented a "valuable skill" even though it had nothing to do with the skill that the item purported to measure. More telling was the emotional tenor of the room. Many of the participants became visibly angry. As I expected, a few weeks later I was sent the worst teaching evaluations I have ever received.

What was going on? I think the answer lies in the famous quote by Upton Sinclair: "It is difficult to get a man to understand something, when his salary depends upon his not understanding it." As Richard Rothstein pointed out in his response to the Atlanta cheating scandal, because of our current "reforms" many educators have their backs to the walls. They are desperate for score gains, not only because their own jobs and schools are often on the line but also because the progress of their students is sometimes at stake. So, I walked in, secure in my position and facing none of this pressure myself, and explained to them why some of the techniques they rely on produce bogus improvements. Many of them simply didn't want to hear it.

Psychologists have a term for this: dissonance reduction. Cognitive dissonance refers to the discomfort people feel when they hold two contradictory beliefs or values. To reduce this stress, people will sometimes revise what they think to reduce the contradiction. This was a room full of educators, after all, people who had devoted their working lives to doing right by kids. Using test prep that generates fake score gains isn't doing right by kids. Finding ways to classify test prep as "good," even if they were a real stretch, warded off some of this additional stress.

However, the fact that we don't know which educators have the intent to deceive doesn't make bad test prep acceptable. It's still deception. It just confronts us with the murky distinction between intentional and unintentional deception.

## Corrupting the Idea of Good Teaching

Not only is bad test prep pervasive. It has begun to undermine the very notion of good instruction.

This has happened in part just because of the passage of time. High-stakes testing and undesirable test prep have been in place for so long that many young teachers have spent their entire careers immersed in them. As some young teachers have told me, they simply have a hard time envisioning what instruction would look like without it.

It would be a serious mistake, however, to think that the corruption of the notion of good instruction stemmed only from the lack of opportunity to observe better teaching. Some of those who train new teachers have actively encouraged it.

For several years I have ended a class on educational testing by giving students exactly the same exercise that so angered many of the administrators I just described. This particular course always enrolls quite a number of former teachers. Being former teachers, they were no longer painted into a corner by a need to raise test scores, and perhaps for that reason, only a few have become defensive. They generally reach a fair degree of agreement about which of the test prep examples are good and bad, although a few have remained more charitable about this than I would be.

The first year I did this in class, one former teacher said, "This exercise would make no sense to many young teachers." I asked why. Because, she replied, I was asking them to distinguish between good instruction and bad test preparation, but what she and her classmates were busily labeling as bad test preparation was precisely the sort of thing that she had been told explicitly is good instruction. She had taught a class labeled MCAS Preparation for students who had previously failed the math test that Massachusetts requires for high-school graduation. She recounted that at the beginning of the year, one of the administrators told her that her job was to "go into that room and come out in the spring with two or three additional test items." That is, her job was to get kids who failed by just a few items the first time over the hurdle when they took it a second time. One of her tools for doing this, by the way, was teaching Pythagorean triples. When I asked her if she used that trick, she replied, "Of course I do!" She added that because many of the items have the same content-calculating the length of a ramp-you can gamble a bit and simplify the task further, telling students to use the triples anytime they are asked to calculate the length of a ramp, without even mentioning the Pythagorean Theorem.

You might hope that this can be discounted as an extreme case because she taught a class dedicated specifically to getting marginally scoring students to pass a critical test. However, other former teachers immediately spoke up in agreement. One, for example, said that her administrators didn't talk to her about teaching her subject; rather, they talked to her about raising scores in it. And it wasn't just that group. I continue to hear the same thing from former teachers.

They were telling me that I was missing the boat by seeing test prep as something that competes for time with good instruction. In their experience, raising scores had become the end goal, the mark of a "good" teacher. To an alarming degree, they had been taught that test prep and good instruction are the same thing. No longer would teachers have to balance test prep against their larger instructional goals. And the test prep I was having them classify as
"bad" was just one of the tools they were expected to use. If a technique increases scores but isn't what people typically call cheating, why not use it, if raising scores is itself the end goal?

It's hard to overstate the importance of their observation. For the present, it indicates that one of the few checks against inappropriate test prep-teachers' own understanding of the differences between prep and good instruction-has been eroded. For the longer term, it suggests that simply lessening the pressure to raise scores may not be sufficient to undo the harm that test-based accountability has done. Mistrained teachers may perpetuate it on their own.

The ideal of good teaching is not easy to pin down, and I am not aware of systematic data evaluating what new teachers are told about test prep. However, signs of the shift my students were describing are easy to find in popular books that many new teachers encounter in their training, in the schools they first enter, or both.*

One of the rationales given to new teachers for focusing on score gains is that high-stakes tests serve a gatekeeping function, and therefore training kids to do well on tests opens doors for them. For example, in Teaching as Leadership-a book distributed to many Teach for America trainees-Steven Farr argues that teaching kids to be successful on a high-stakes test "allows teachers to connect big goals to pathways of opportunity in their students' future." ${ }^{8}$ This theme is echoed by Paul Bambrick-Santoyo in Leverage Leadership and by Doug Lemov in Teach like a Champion, both of which are widely read by new teachers. ${ }^{9}$ For example, in explaining why he used scores on state assessments to identify successful teachers, Lemov argued that student success as measured by state assessments is predictive not just of [students'] success in getting into college but of their succeeding there." ${ }^{10}$

Let's use Lemov's specific example to unpack this.
To start, Lemov has his facts wrong: test scores predict success in college only modestly, and they have very little predictive power after one takes high school grades into account. Decades of studies have shown this to be true of college admissions tests, and a few

[^3]more recent studies have shown that scores on states' high-stakes tests don't predict better. ${ }^{11}$

However, the critical issue isn't Lemov's factual error; it's his fundamental misunderstanding of the link between better test scores and later success of any sort (other than taking another similar test). Whether raising scores will improve students' later suc-cess-in contrast to their probability of admission-depends on how one raises scores. Increasing scores by teaching well can increase students' later success. Having them memorize a couple of Pythagorean triples or the rule that $b$ is the intercept in a linear equation will increase their scores but won't help them a whit later. That is the fundamental distinction that my students said had been obscured in their training.

In the early days of test-based accountability, some observers worried that educators were coming to confuse the test with the curriculum-or as one put it to me, "The test becomes the curriculum." They saw this as one of the most significant drawbacks of test-based accountability.

Some of today's teacher educators, however, make a virtue of this mistake. The often tell new teachers that tests, rather than standards or a curriculum, should define what they teach. For example, Lemov argued that "if it's 'on the test,' it's also probably part of the school's curriculum or perhaps your state standards.... It's just possible that the (also smart) people who put it there had a good rationale for putting it there. ${ }^{, 12}$ (Probably? Perhaps? Possible? Shouldn't they look?) Bambrick-Santoyo was more direct: "Standards are meaningless until you define how to assess them. ${ }^{313}$ And "instead of standards defining the sort of assessments used, the assessments used define the standard that will be reached." And again: "Assessments are not the end of the teaching and learning process; they're the starting point." ${ }^{14}$

They are advising new teachers to put the cart before the horse.
Why does this matter so much? To start, it encourages reallo-cation-that is, focusing instruction on the tested sample rather than the domain or the curriculum that it is supposed to represent. Farr provided a clear example, a history teacher in New York named Mr. Delhagen, who asked himself, "What academic
achievement should define success for my students?" ${ }^{15}$ Farr described how Mr. Delhagen answered that question: "After studying one copy of the [New York State Regents] exam, he recalls that his reaction was, 'Whoa! This covers everything from the Neolithic revolution to $9 / 11$. This is a bus tour!' To help make sense of that massive breadth of history, Mr. Delhagen got his hands on fifteen past global history exams and made a spreadsheet to analyze the key ideas and themes of the course. ${ }^{316}$

The problem, of course, is that this assumes, falsely, that anything that isn't sampled for that particular test isn't important for the conclusion based on scores-that is, that the omitted material isn't part of what students are expected to learn.

The bad advice given to new teachers, however, doesn't stop with reallocation. It includes coaching as well. A particularly egregious example is a suggestion that Bambrick-Santoyo made about the assessments teachers write for their own classes. He wrote: 'Once the specific sorts of questions that are employed by the endgoal test are noted, schools should work to create or select interim assessments that are aligned to the specific demands of the endgoal examination. This alignment should not be limited to content but should also follow the format, length and any other replicable characteristic of the end-goal test" (emphasis added). ${ }^{17} \mathrm{He}$ is advising teachers not only to reallocate but also to coach based on incidental characteristics of the accountability test. Set up your classroom to minimize students' exposure to anything unfamiliar. Forget Audrey Qualls's "unfamiliar particulars."

This is a perfect recipe for score inflation-and for setting students up to fail in the real world. It is mistaking the poll sample for the electorate. What we want is for students to gain the ability to apply knowledge and skills to problems they actually encounternot to ensure their proficiency in applying them only to test items that look exactly like the ones they will confront in the main test at the end of the year.

## And What about Equity?

As if all of this were not depressing enough, there is yet another disturbing part of the story. Inappropriate test preparation, like
score inflation, is more severe in some places than in others. Teachers of high-achieving students have less reason to indulge in bad preparation for high-stakes tests because the majority of their students will score adequately without it-in particular, above the "proficient" cut score that counts for accountability purposes. So one would expect that test preparation would be a more severe problem in schools serving high concentrations of disadvantaged students, and it is. Once again, disadvantaged kids are getting the short end of the stick. Ironically, some aspects of the reforms that were intended to help disadvantaged students appear to have contributed to this demoralizing result. A big part of the problem, as I'll explain in the next chapter, is how performance targets have been set.

## $\ulcorner 8 \beth$

## MAKING UP UNREALISTIC TARGETS

For decades, one of the primary-and most praiseworthy - goals of test-based reforms has been to reduce the glaring inequities in the American education system. In the early days of the minimumcompetency testing movement, the focus was just bringing up the bottom a bit, but by the 1990s the goal had become much more ambitious, and "all children can learn to high levels" became a mantra in the education community. Policies put in place since then have made this expectation both more concrete and more extreme. Today's mantra is "college and career readiness," which in practice means treating the two as the same. And in a limited way, these efforts paid off. They have riveted attention on kids and groups that show relatively low achievement, and they have made it far harder for the educational system to ignore the performance of these students.

By the most important criterion, however, these policies have failed: they haven't actually done much to reduce inequities in performance. If you track scores on the tests used for accountability, it often seems as though we have made big strides to reduce gaps in achievement, but as you've seen, when we have had other data to check, this progress has turned out to be a mirage-just a sign of greater score inflation among low-scoring kids.

Part of the blame for this failure lies with the crude and unrealistic methods used to confront inequity. In a nutshell, the core of the approach has been simply to set an arbitrary performance
target (the "Proficient" standard) and declare that all schools must make all students reach it in an equally arbitrary amount of time. No one checked to make sure the targets were practical. The myriad factors that cause some students to do poorly in school-both the weaknesses of many of the schools they attend and the disadvantages some students bring to school-were given remarkably little attention. Somehow teachers would just pull this off.

To see why this approach is unworkable, I have to explain how performance standards are set, how achievement targets are established using these standards, and just what it means that "all" students will be proficient. I'll then turn to why this matters so much: it creates perverse incentives for educators.

## Making Up Targets

If one doesn't look too closely, reporting what percentage of students are "proficient" seems clear enough. Someone somehow determined what level of achievement we should expect at any given grade-that's what we will call "proficient"-and we're just counting how many kids have reached that point. This seeming simplicity and clarity is why almost all public discussion of test scores is now cast in terms of the percentage reaching either the proficient standard or, occasionally, another cut score. By and large people trust the performance standards, although there are periodically arguments about whether some of them are too lenient.

The trust most people have in performance standards is essential, because the entire educational system now revolves around them. The percentage of kids who reach the standard is the key number determining which teachers and schools will be rewarded or punished. For the most part, the press reports differences among schools and progress over time only in terms of this single statistic. If there are problems with the standards, the whole edifice is threatened. And the labels have a lot of heft. It is no trivial matter to tell a parent or a student that she is "not proficient" in meeting the expectations for her grade. It would carry less weight if we simply said, "You haven't reached standard 3."

This trust in performance standards, however, is misplaced.

For the few people who look at the readily available documentation, the process of setting these all-important standards looks impressive and scientific, even intimidating. These reports are full of scholarly jargon, such as "modified Angoff," "response probability," and "impact data." The process typically involves many steps and often more than one panel of judges, and the description can run on at some length. Typically a great deal of care is put into hewing to a prescribed way of conducting the process, and the entirety is carefully documented. This doesn't make engaging reading, and it isn't easily understood by laypeople. It's hardly surprising that most people don't delve deeper and assume that all this work and expertise is providing them with a trustworthy measure that means just what it says.

But in fact, despite all the care that goes into creating them, these standards are anything but solid. They are arbitrary, and the "percent proficient" is a very slippery number. To the old saw that "there are two things one never wants to see made: laws and sausages," I would add performance standards. For a number of years I have made this concrete for my students by requiring them to try to set standards using a simplified version of one of the most common methods. They are simply amazed, because most of them, if they had given it any thought before, assumed that the standards could be trusted. Most don't think so once they have gotten a closer look.

There are lots of different methods for setting performance standards, and most are quite complex. I won't drag you though a detailed (and boring) description of various methods. However, I'll give you a quick description of a few of the most commonly used methods. Aficionados would say that my descriptions are far too cursory to do this work justice. They'd be right, but none of the many details I'll omit have any bearing on the basic conclusions I want to stress.

Let's start with the "bookmark" method, which is currently the most commonly used approach in the United States. This method does not involve any examination of the actual performance of real students. It hinges entirely on people's guesses about how imaginary students would perform on individual test items. To be clear,
these aren't just random guesses; a number of elaborate steps are taken to help guide people's judgments. However, for all that, they remain guesses.

To start, panels of judges are given a written definition of what a standard like "Proficient" is supposed to mean. These often entail a brief and general definition, coupled with a more detailed description. For example, Nebraska's definition of "meeting the standards" in sixth-grade reading is this: "Overall student performance in reading reflects satisfactory performance on the standards and sufficient understanding of the content at sixth grade. A student scoring at the Meets the Standards level generally utilizes a variety of reading skills and strategies to comprehend and interpret narrative and informational text at grade level" (italics in the original). This definition is accompanied by a list of ten things a student meeting this definition generally does, including the following three:

- Applies a variety of word-identification strategies (word structure, context, semantic relationships) to understand unfamiliar grade-level vocabulary.
- Identifies and analyzes how story elements (e.g., plot, setting, characterization, theme, point of view) impact text.
- Answers literal, inferential, critical, and interpretive questions with accuracy and identifies supporting information in the text. ${ }^{1}$

A short digression: the emphasized word generally is very important. One of the problems in setting standards is that students are inconsistent in their performance. Of the students who answer one question correctly, some will answer another question of similar difficulty incorrectly. Dealing with this sort of random variation comes naturally to statisticians and measurement experts but not to most people, and studies have found that panelists setting standards often overestimate the consistency of students' performance. That in turn can influence where they place the standards.

But back to the main story. The bookmark panelists then have to imagine one hundred marginally proficient students-that is,
students who just barely exceed this standard. Real students don't come into play at this stage. The panel is then provided the test items, ordered from easiest to hardest. They are given an arbitrary (notice how often I am using that word) "response probability," which is the probability that one of these imaginary students would get any given item right. Often, for no reason other than convention, this response probability is set at 0.67 . Finally, each panelist is asked to go through the items, moving from easiest to hardest, and stop at the one item that 67 percent of the imaginary students would answer correctly. That item pegs the Proficient standard.

If that sounds like an extraordinarily tough thing to ask of people, it is. First, panelists are required to imagine-accuratelythese marginally proficient students on the basis of descriptions that, as you have seen, are open to a variety of interpretations. Then they have to guess-again, accurately-how these imaginary students would perform on every test item. I give my students NAEP's definition of proficient and have them try to guess the proportion of proficient students that would get a few NAEP items correct. Even though many of them are former teachers-and therefore have more of a feeling for what students can actually do than most people would-their guesses are typically all over the map. Usually, by the second or third item the entire class is reduced to laughter. That's before they realize the implication, which is hardly a laughing matter: the standards they had previously trusted, and on which the entire edifice of current education policy and practice rests, are anything but solid.

There is another, perhaps even more important, reason why performance standards can't be trusted: there are many different methods one can use, and there is rarely a really persuasive reason to select one over the other. For example, another common approach, the Angoff method, which was the dominant method for some time, is like the bookmark in requiring panelists to imagine marginally proficient students, but in this approach they are not given the order of difficulty of the items or a response probability. Instead panelists have to guess the percentage of imaginary marginally proficient students who would correctly answer every item in the test. Other methods entail examining and rating actual student
work, rather than guessing the performance of imaginary students on individual items. Yet other methods hinge on predictions of later performance-for example, in college. There are yet others.

This wouldn't matter if these different methods gave you at least roughly similar results, but they often don't. The percentage of kids deemed to be "proficient" sometimes varies dramatically from one method to another. This inconsistency was copiously documented almost thirty years ago, and the news hasn't gotten any better. One more recent study, for example, compared three methods applied to tests in six different subjects. In the best case, the most lenient method labeled twice as many students "proficient" as did the most rigorous. And that was the least inconsistency in a total of eighteen comparisons. In the worst case, the percentage of students pegged as "proficient" was almost 11 times as large with one method as with another! ${ }^{2}$

Worse, you don't even need to switch methods to get inconsistent results. Studies have shown that a variety of things that should not affect the placement of the standards often do-such as the response probability given to panelists, the mix of item difficulties, and the mix of item formats. Remember that the process is supposed to identify the kids who are proficient. A student who is proficient doesn't suddenly become less than proficient if you give different instructions to a panel of standard-setters, or if you happen to throw in a few more or less difficult items.

The "percent proficient" doesn't mean a great deal when one can move that number dramatically just by changing which of the many arcane methods one uses. Imagine a superintendent announcing to the press that "this year, 72 percent of our students were labeled proficient when we used Method A, but only 7 percent were when we used Method B." I'd love to be in the room to hear the response. The discrepancy among methods is usually not this great, but it is often more than big enough to undermine the conclusions the public is given.

A primary motivation for setting a Proficient standard is to prod schools to improve, but information about how quickly teachers
actually can improve student learning doesn't play much, if any, of a role in setting performance standards. When panels set standards, they are not given information about practical rates of improvement, and for the most part they are not asked to consider them. They are just asked to try to figure out what level of performance constitutes "proficiency." It is common to give them information partway through the process about the percentage of kids who would be proficient if their initial standards were accepted, and in some cases this information is considered after the fact by policy makers, who might further adjust the standards to obtain a more acceptable failure rate. However, all of that information is about how students perform at the time the standards are set, not about reasonable rates of improvement.

Given this, it shouldn't be a surprise when panels of judges set standards either too low or impractically high. And those mistakes matter. Standards that are too low won't create incentives for improvement and may mislead kids and their parents about how prepared they are for later education and work. Excessively stringent standards can create incentives for inappropriate behavior and can needlessly demoralize students.

However, setting the standards themselves is just the beginning. What gives the performance standards real bite is their translation into concrete targets for educators, which depends on more than the rigor of the standard itself. We have to say just who has to reach the threshold. We have to say how quickly performance has to increase-not only overall but for different types of kids and schools. A less obvious but equally important question is how much variation in performance is acceptable. It's in the answers to questions like these that a lot of the mischief lies.

A sensible way to set targets would be to look for evidence suggesting how rapidly teachers can raise achievement by legitimate means-that is, by improving instruction, not by using bad test prep, gaming the system, or simply cheating. By analogy, suppose you were charged with improving the mortality rate of elderly hospital patients who have contracted pneumonia. Would you simply make up a target mortality rate and set a timeline for every hospital, regardless of circumstances, to reach it? Or would you look for
relevant data, such as the mortality rates in the best hospitals, to help you set sensible targets?

There is no shortage of data that could help us set realistic targets for schools. One obvious place to start would be with the abundant historical information we have about trends in performance on tests that haven't been corrupted by test prep, score inflation, and cheating, some of which extends back more than half a century. We've seen periods of substantial deterioration and considerable improvement, and these provide some indication of what is practical. Years ago I asked H. D. Hoover, a prominent expert in educational testing and a mentor of mine, what he would set as a target. The number he gave me was 0.03 to 0.04 standard deviations per year. The larger of these numbers means that the median student in any year-the student who scores better than half of her peers-would have outscored 51.6 percent of her peers the year before. (The changes for low- and high-scoring students would be smaller.) When I asked him how he decided this, he chided me, saying that he had taken it from one of my own publications. I had shown that during the 1960s and 1970s, when virtually all tests showed a substantial decline in performance, the typical drop was about that size. It's harder to make scores go up than to make them go down, he reasoned, so why not use the size of the decline to set targets?

However, the targets in our test-based accountability systems have often required unremitting improvements, year after year, many times as large as any large-scale change we have seen.

There are other reasonable options for setting targets. Bob Linn, whom I mentioned earlier as perhaps the most esteemed person in educational measurement at the time, suggested that we could look at particularly effective educational interventions to set an upper bound on what run-of-the-mill schools might be able to do. We could look at data from other countries to get an idea how much performance varies in systems that are not plagued by inequities as serious as those in the United States. We could take into account the many factors other than school quality that influence how well students do.

On the other hand, you could just make up targets out of whole cloth. And for the most part, that is exactly what the reformers have done.

At the outset, the expectations set by reformers were modest. Minimum-competency tests set a low bar, requiring no improvement at all for most students, and many states had exceptions for some students who scored too poorly, such as special diplomas for kids with special needs-for example, some students with disabilities. Reformers correctly recognized that this did nothing to improve the instruction received by most students, so over time they made two changes: the bar was raised, and the proportion of students who had to exceed it was increased. By the 1990s, "all children can learn to a high level" had become a mantra in the education policy world. Commendable in principle, but the devil is in the details.

The Proficient standard was the preferred way to define "high level," but explaining "all" proved not to be a trivial task. There are obviously some students who can't pass a reasonably high performance standard-for example, certain students with severe disabilities. One of the innovations of NCLB was to make sure that "all students" was not merely a rhetorical device by defining precisely what it meant.

NCLB's definition of "all students" really did mean "almost all." To see how extreme the NCLB definition of "all" is, you have to delve into the implementing regulations in the Federal Register, which specify how various provisions of the statute will be implemented in practice. Normally the Register is a good remedy for insomnia, but in this case it makes for very interesting reading. Among other things, the regulations specify that even students with mild cognitive disabilities (in the first iteration, the Register used the old-fashioned phrase "mild mental retardation") should be held to the same level of proficiency as other students. Only students with a cognitive disability more severe than "mild" could be assessed relative to a lower standard. The Register cited two prevalence studies estimating that roughly three-fourths of 1 percent of all students have cognitive disabilities more severe than "mild," and to allow for some geographic variation in prevalence, the
regulations set a limit of 1 percent of all students in a district who could be assessed using a lower standard. Additional students assessed against a lower standard would simply be counted as not proficient. ${ }^{3}$ Not to belabor the obvious, but students with mild cognitive disabilities are by definition students who do poorly on cognitive tasks-one of which is taking tests.

How demanding-how realistic-is this? It depends on where one pegs "proficient." States have differed a great deal in this respect; some have imposed demanding standards, while others have been very lenient. But for illustration, let's use NAEP's Proficient standard. For years many reformers have pointed to the NAEP standard as a reasonable one and have excoriated states that set their Proficient bars at a lower level. For example, an advocacy group called the Collaborative for Student Success now runs a wellpublicized website titled Honesty Gap that rates states as "honest" if their Proficient standard is as harsh as NAEP's. It explains that a lower standard "is the result of a lack of political courage from some policymakers that do not want to be truthful with parents that our students are not prepared for college or the workforce."4

What do we know about how realistic it is to demand that schools bring even students with mild cognitive disabilities up to the NAEP Proficient standard? Some years ago Bob Linn attempted to answer this by linking NAEP to the Trends in International Mathematics and Science Study (TIMSS), one of the most important international comparative assessments. Bob estimated that roughly one third of the students in Japan and Korea, two of the highestperforming countries in the world, would fail to reach the NAEP proficient standard in eighth-grade mathematics. ${ }^{5}$

So if states were to be "honest" and set targets as difficult as NAEP's, NCLB would have required teachers to bring our students with mild cognitive disabilities-students who score below 97 or 98 percent of their classmates-to a level that a third of the students in the highest-scoring countries in the world can't reach. And that within the space of twelve years. Is it any wonder that people looked for ways to cut corners?

We don't know yet what this will look like in the state plans eventually approved under ESSA, but ESSA does mirror NCLB in
allowing alternate achievement standards only for students "with the most significant cognitive disabilities."

Don't misunderstand: I am not arguing that we should let schools off the hook with respect to the performance of kids with disabilities. As a former special education teacher, I strongly endorse the push to hold schools accountable for the performance of kids with special needs. I'm making a much more general point. Students labeled as having cognitive disabilities are just a particularly clear example of the fact that kids differ, and they differ a lot. The same problem applies, for example, to kids without disabilities who happen to be at the tenth percentile-that is, who score below 90 percent of their peers. If we are going to impose demanding "world-class" standards that will require improvement by most students, how are these low-scoring kids going to make the grade?

## $\bigcirc \bigcirc \bigcirc$

The pressure to dramatically improve the performance of lowscoring kids was not felt uniformly. One aspect of the great inequity of the American educational system is that disadvantaged kids tend to be clustered in the same schools. The causes are complex, but the result is simple: some schools have far lower average scores-and, particularly important in this system, more kids who aren't "proficient"-than others.

Therefore, if one requires that all students must hit the proficient target by a certain date, these low-scoring schools will face far more demanding targets for gains than other schools do. This was not an accidental byproduct of the notion that "all children can learn to a high level." It was a deliberate and prominent part of many of the test-based accountability reforms. The rationale was straightforward: to reduce inequality by imposing high standards on low-performing schools. Critics have argued that some proponents wanted low-scoring schools to fail because they thought that would help break what they saw as monopoly control by local districts and teacher unions. That may be true of some of the advocates, but there is no doubt that many did believe that this would be an effective way to reduce inequality.

Unfortunately, in this case as well, it seems that no one asked for evidence that these ambitious targets for gains were realistic. The specific targets were often an automatic consequence of where the Proficient standard was placed and the length of time schools were given to bring all students to that standard, which are both arbitrary. Sometimes the people in charge went beyond this and set even more stringent targets, again without evidence that the goals were realistic. Recall that Beverley Hall, the superintendent in Atlanta, conceded that the demanding targets she had setwhich quite a number of her principals and teachers cheated to reach-were arbitrary.

Despite the arbitrariness of each stage of building performance targets, the resulting goals are typically endorsed without any effort to evaluate whether teachers have any acceptable way to reach them. Years ago I asked the deputy commissioner of a state department of education how they justified their requirement that their low-scoring schools produce truly massive and rapid gains in scores. I asked, "Aren't teachers in schools serving low-achieving students facing problems that would make it much harder to produce large gains in scores?"

I knew this man well. He was principled, deeply committed to improving education in general and the schooling of disadvantaged students in particular. I know he had no ulterior motive in demanding so much more of low-scoring students. He was also smart and had thought at great length about his state's reforms. However, he didn't have much of an answer to my question. He simply said that good teachers will compensate for the disadvantages some kids bring to school.

He didn't say how they would do this. Now, of course, we know something about how: many of them cut corners. That's why we have found both more test prep and more severe score inflation in schools serving disadvantaged kids.

## Pretending That All Kids Are the Same

This brings me to a particularly touchy pair of questions: How much variation among kids should we expect? Just how much can we shrink this variation?

Short of cheating or inflating scores in other ways, there are only two ways to bring very low-scoring students to a high standard: dramatically increase everyone's scores or dramatically increase just the performance of kids at the bottom. The latter, of course, would mean making the variation among students far smaller. In my experience, advocates of test-based reform weren't explicit about which of these they expected. I recall a discussion with a state commissioner in the 1990s, during the heyday of "all children can learn to a high level." This commissioner was top-shelf: smart, very open to competing ideas and criticism, and eager to get input from people who knew things he didn't. I had seen him criticize subordinates for not voicing their disagreements with him, saying that it did him no good to have people just tell him he was right. He was planning on imposing much higher standards for graduation, and I asked him which of these two responses he expected. I gave him graphs to illustrate each of them. His first response was perhaps the most telling: he fell silent for a bit and then said, "I've never really thought about it that way." His second response: he wanted a combination of the two options.

Nonetheless, it is clear that the implicit assumption undergirding the reforms is that we can dramatically reduce the variability of achievement. How else can we bring even kids with mild cognitive disabilities to a "high" level of performance?

Unfortunately, all evidence indicates that this optimism is unfounded. We can undoubtedly reduce variations in performance appreciably, if we summoned the political will and committed the resources to do so-which would require a lot more than simply imposing requirements that educators reach arbitrary targets for test scores. However, there are limits on how much we can shrink it.

One of the clearest indications of this is decades of international comparative assessments, such as TIMSS. These make it clear that despite the glaring inequities in American education, the variability of scores in the United States is not atypically large. Some countries show somewhat less variation, while others show more. Even in some nations with much more equitable educational systems, the variability of students' scores is not all that different from that in the United States. To make this concrete, I'll compare the
variation in US performance to that in two other countries, using eighth-grade math scores in the 2007 TIMSS. For one comparison I'll use the Netherlands, which scores a bit above the United States in TIMSS and far higher than the United States-very near the top internationally-on PISA (the Programme for International Student Assessment), the other most important international comparative assessment. The Netherlands also has the least variation in math scores of any country participating in TIMSS in 2007. For the other I will use Singapore, which is always among the top performers in math in international comparisons. Singapore is an interesting case because it has a single school system, and teachers are assigned by the national ministry to maintain a fair distribution.

You can see the results in figure 8.1: the three distributions are not very different. I have stylized the distributions a bit by drawing them as simple normal distributions-the infamous bell curve. A tabulation of individual scores would look much like this but more irregular, and it's easier to see the comparison when the curves are tidied up in this way. The dotted line represents the Netherlands. You can see that the range of scores is a bit more compressed than in the other two countries. That forces more kids into the middle of the score range. That is why the middle peak is taller in the Netherlands: a greater proportion of the student population is in that middle range. The solid line in the center is the United States, while the dashed line on the outside represents Singapore. You can see that while the Netherlands and Singapore differ somewhat from each other, neither differs all that much from the United States, which has a middling spread of scores. (For those familiar with this metric, the standard deviations are 61,75 , and 84. )

How can it be that even though our educational system is highly inequitable in ways that really matter-the quality of teachers, the quality of texts and other resources, the availability of advanced course, and peer effects, among other things-the performance of American students isn't unusually variable?

The answer is that as important as they are, differences among schools don't explain the bulk of the variation we see in student performance. That's not to say that the impact of inequitable schooling is insignificant. Anything but. Differences in school quality have


Figure 8.1. Variations in grade 8 mathematics in TIMSS, 2007: Singapore (dashed), US (solid), and the Netherlands (dotted). The scale is score differences from each country's average.
large effects, and I agree with many of the reformers that these shouldn't be tolerated. Nonetheless, variations in schooling are only one factor among many.

The simple fact of the matter is that whatever we do, we will be faced with a very large variation in performance. It may end up modestly smaller than it is at present, but it will remain very big.

To a remarkable degree, the reformers ignored this problem. In practice, if not in intent, they acted as if changing schools would largely eliminate variations in student achievement, ignoring the impact of factors that have nothing to do with the behavior of edu-cators-for example, the behavior of parents, students' health and nutrition, and many characteristics of the communities in which
students grow up. It's hard to know why. Perhaps some didn't understand the importance of the many noneducational causes of variation, despite the vast amount of research that has demonstrated this over a span of many decades. Perhaps some thought that schools could somehow compensate. Perhaps some were-rightly-so upset by inequities in schooling that they were willing to overlook this problem and take some collateral damage.

Whatever the reasons, this decision backfired. The result was, in many cases, unrealistic expectations that teachers simply couldn't meet by any legitimate means. I'll give you just one example, this a personal anecdote. I mentioned that years ago I was a special education teacher. One of my jobs was to teach remedial reading to a group of fifth- and sixth-grade students who were years behind grade level. I don't recall the details all these years later, but it is clear that at least some of them were dyslexic. Having already experienced years of failure in reading, most of them hated reading instruction. And I just wasn't very good at this kind of teaching. But let's say I had been a superb reading teacher and had doubled the rate at which they acquired reading skills. By any reasonable standard, that would have been an accomplishment worth celebrating. But by the standards of NCLB, and presumably ESSA, I would have been a failure, because even that remarkable progress would not have made them "proficient" in many states. What would I have done if I had been faced with a demand that I make them "proficient," and very rapidly at that?

We now know what many educators did. Faced with unrealistic targets, some cut corners or simply cheated. And perhaps because the system, in its zeal to address inequities, made the targets most unrealistic for educators serving disadvantaged kids, those kids-ironically-got the worst of it: the most test prep, the most score inflation, and apparently the most cheating. And yet inflated scores allowed policy makers to declare victory, and the public received a steady diet of encouraging but bogus news about rapid improvements in the achievement gap.


In short, setting unrealistic targets has been a major cause of the failures of education reform.

The question is what we will do in response. How do we crack down on the unconscionable inequities in schooling and pressure low-performing schools to improve without sabotaging our own efforts by pretending that all kids are the same? Continuing on the same path won't work. However, designing a good alternative is one of the single most difficult problems in education policy.

The failure of recent reforms is not a reason to give up on setting ambitious standards for improvement. Rather, I am simply arguing that to be effective-to maximize the desired effects while minimizing the inevitable undesirable side effects-targets for improvement should be realistic, within the range that teachers can reach by legitimate means.

I am also certainly not arguing against requiring improvements specifically for low-scoring kids and groups or against narrowing the gaps between them and higher-performing students. But to be effective in doing this, we again need to be realistic-not only in setting overall targets but in dealing with the diverse backgrounds and needs of students. As Bob Linn pointed out years ago, high standards for all is not the same as one common standard. ${ }^{6}$ Not all doses of a medicine are beneficial, and not all demands for changes in performance are reasonable or helpful.

And the more ambitious the goals are, the more resources we will have to devote to them, to better enable schools to meet the targets with real improvements. Certainly we will need supports and training for teachers, but we may also need to commit resources outside of regular schooling as well-for example, highquality (read: expensive) preschools.

I'll return to this in later chapters.

## $\ulcorner 9 \sqsupset$

## EVALUATING TEACHERS

Shortly after Arne Duncan became secretary of education in 2009, I was invited to a meeting to discuss testing and accountability with him and his senior staff. It was already apparent that he intended to carry on the Bush administration's focus on test-based accountability, and I tried to alert him and his staff to the pitfalls. I stressed that however valuable tests may be for helping to evaluate schools and teachers, they can never be sufficient because they fail to measure so many of the important goals of education. Worse, emphasizing them at the expense of other important goals had created some very serious negative effects. At one point, one of Duncan's staff members challenged me in a clearly annoyed tone of voice: "What is all this 'other important stuff' you keep talking about?"

I answered that the starting point for any good accountability system has to be deciding what we most want schools to do, including what we want to see when we walk into a classroom. We need to design the accountability system to reward these. To make this concrete, I gave him the following example from a fourthgrade class in Montgomery County, Maryland, taught by a young teacher named Norka Padilla.

While my son was in third grade, I told the principal of his school that I wanted to observe all of the fourth-grade teachers in the school to see which would make the best match for him. I had taught fourth-graders years before, and I had a clear notion of what I wanted to see. The district didn't encourage parental involvement in placement decisions, and the principal tried to put me off by
telling me that all of them were good. But I persisted, and eventually he gave up and gave me permission. All were indeed good teachers, but it quickly became clear to me that Norka was exceptional.

When I observed classrooms, I always tried to watch at least one math lesson. In my experience, math is often poorly taught, and students come to see it as a chore-often a pointless one at that. I wanted my kids to see that math is useful and interesting, and ideally, I wanted them to enjoy it as well.

The first time I was in Norka's classroom, she started her math lesson by announcing, "It's time for math log." Math log, it turned out, was a single problem to which she devoted about fifteen minutes before every regular math lesson. Students could work on the problem together, but they wrote logs individually describing their work.

My first day in the class, the math log problem was this: "Which is stronger, a rectangle or a triangle?" This generated some buzz, and hands quickly went up. "What do you mean by 'stronger'?" some students wanted to know. That was already a good sign: the students were engaged and thinking critically.

Norka replied, "That's a good question, because you could define it a number of ways. I will define it this way. Suppose I gave you weights and asked you to pile weights on top of a rectangle and a triangle. Which would hold more weight before it collapsed? That's what I mean by stronger."

The buzz resumed, and fairly quickly, students had their answers. Most of them said that a rectangle would be stronger. Norka didn't agree or disagree. Instead her response was to pass out rectangles and triangles constructed from strips of cardboard, held with cotter pins in the vertices. She asked students to play with the shapes and see if they were right.

The buzz was louder this time. After a short while, Norka asked, "Who was wrong?" Hands shot up.

Norka then asked, "Would anyone like to try to explain their mistake?" This took a bit of time, but in due course hands started going up.

I was awed. Those of you who haven't taught may not quite see why. Norka had the entire class productively engaged, and they ap-
peared be enjoying themselves. She had them exploring and reasoning about mathematics. That's accomplishment enough. She had brought them to the point where many of them seemed comfortable admitting their errors. She ended by giving them-fourthgraders, remember-a very difficult task of verbalizing their reasoning and their errors, and they were willing to give it a go. None of this is easy to do. The contrast between this and many other math classes I have seen, which stress procedures more than the reasoning behind them and are therefore both unchallenging and dull, was like night and day.

The next day I called the principal and told him that he should place my son into Norka's class. In that district, demanding a placement was even further off the charts than asking to observe classrooms, so it required a good bit of stubbornness on my part, but eventually the principal tired of me and agreed. The next year confirmed my one day of observation; simply put, Norka was one of the best elementary-school teachers I have encountered. Three years later I called the principal again and insisted that my daughter be assigned to Norka. He consented, and that year was just as impressive.

I told Duncan and his staff that this is a fine example of "other important stuff"-making math interesting and even fun, keeping kids engaged, getting students to reason about math rather than simply practicing procedures, teaching kids to communicate about their work, and helping students to focus more on learning than on simply being right. This is precisely the sort of thing I hope to see when I walk into a classroom. And I want it for all kids, not just my own.

I asked Duncan whether the accountability system he had in mind would encourage other teachers to try to teach like Norka. For that matter, would it even be neutral in this respect? If it wouldn't encourage activities like math log, would it at least not discourage them?

As I recall, no one in the room offered any response. The answer to both questions, of course, is no. In our test-based accountability system, a teacher has to throw self-interest to the wind to do things like math log. There are two reasons for this. First, many
good activities of this sort fall outside of the range most standardized tests can sample well. Second, while good instruction in general will improve students' mastery and therefore should increase scores, it won't increase scores on a specific test as much as instruction-and test prep-aimed squarely at that particular test. In other words, teaching to the test can increase test scores more rapidly than high-quality teaching not focused narrowly on the specific test used for accountability. For the teachers who confront the demand that they raise scores quickly and by a large amount, the choice is clear, and it isn't math log. And the decision is unfortunately all the clearer for teachers who need to make particularly large gains-that is, teachers with disadvantaged students.

Not all teachers make the wrong choice, of course; some opt to pay the price that test-based accountability imposes on them. In 2012 Michael Winerip wrote in the New York Times about two New York City teachers who were rated near the bottom of the district's teacher evaluation scale because of their test scores (more specifically, their "value-added" estimates, which I'll return to in a moment). From his brief portrayal, they appear to have been good teachers, but they didn't want to devote time to test prep. They and their principal knew that the cost of forgoing test prep was often lower scores. For example, Winerip wrote of one of the teachers:

> Ms. Sangree might have scored higher than 11 in English by doing more test prep. There is a standard test-prep formula for writing an essay: Topic sentence; three sentences that give examples to support the thesis, one from literature, one from current events, and one from personal experience; concluding sentence.

> Instead, her class has spent weeks working on research papers about the Mayans. Rowan Groom explained to a visitor how she was doing her paper on Mayan clothing.
> "First we collected facts from books and National Geographic and Web sites and notes when we visited the Museum of Natural History," she said. "Next we sorted our facts into topics."

> They were ready to write. "First you do a first draft and then you revise and edit and we talk about our thoughts with our friends,
in the meeting area. Then we go into our revised draft and we edit some more, and after that we go across the hall to computer lab and type it up."

The state test does not require students to write a research paper. ${ }^{1}$

Which would you rather see when you walk into a classroom: kids working on a research paper like this one or kids practicing the standard test-prep formula? The research-paper assignment is very much like math log: precisely the type of engaging and demanding instruction I want to see in all classrooms. If you want scores to go up quickly, however, that simply isn't a prudent use of time. You have already seen some of what the test-based reforms have encouraged teachers to do instead.


The failures of test-based accountability shouldn't blind us to the serious and extraordinarily difficult problem the reformers were trying to confront. It was abundantly clear that in most districts there was no effective accountability for teachers after they were granted tenure, which in most locations requires only a few years of teaching. As both a public school teacher and a parent of students in public schools, I encountered the lack of meaningful accountability time and time again. Teachers who weren't competent, or who for some other reason didn't do what they should-or did do what they shouldn't-were allowed to continue teaching and often didn't even face any intervention.

In response to this deplorable lack of accountability, the reformers wanted a real evaluation system, one that would have teeth and focus on important outcomes. They wanted a system that would encourage teachers to improve and to weed out those who shouldn't teach. I want that too.

Designing an effective way of evaluating teachers, however, is far more challenging than the reformers appear to have recognized. First, the pervasiveness of Campbell's Law shows how difficult it is to design a performance incentive system that works more or
less as intended. Worse, teaching as a profession has many characteristics that make evaluating performance particularly difficult. To start, it's hard to agree on what constitutes good teaching, and indeed there isn't always one answer to this question. Different teachers may find very different approaches successful, depending on the characteristics of their students, the context, and their own strengths and weaknesses. I rely heavily on graphics to explain concepts, and I spend countless hours creating and editing them. I rely on humor to loosen my students up, and I improvise freely in response to questions. Are these the right things to do? They work for me, but they might not for others.

Years ago, a colleague of mine at RAND, Brian Stecher, pointed out that in medicine, performance evaluations-as problematic as they are in that field-are helped by the presence of diagnostic categories and research-based standards of practice. Taken together, these provide a guide to practice and allow doctors to target interventions very differently for different types of patients. We can identify who is diabetic and who isn't, and we know some of the things that are essential to good practice in caring for people who are diabetic, such as carefully controlling diet and monitoring insulin levels. When a patient is identified as having an allergy that can cause anaphylactic shock, a competent doctor will train her to self-administer epinephrine, but she won't spend her time giving the patient instruction on how to monitor her insulin levels.

In contrast to medicine, education has relatively few diagnostic categories that have implications for standards of practice. There are some-for example, dyslexia-but not many. This makes it harder to evaluate the quality of teaching.

At least two additional problems hobble efforts to hold teachers accountable. As I'll explain below, test-based evaluations of teachers are highly unstable and vary, often dramatically, from time to time. Some of the alternatives to test scores, such as observations of teaching practice, suffer the same problem. And evaluations that include subjective judgment-widely used both in the private sector and in educational systems in other countries-face a particular obstacle in civil service systems, including public schools.

In the private sector, a manager charged with evaluating subordinates often "has money on the table," as Derek Neal, an economist who has studied incentive systems in education, has phrased it. The evaluator's own evaluation depends on the performance of his or her group. It's therefore not in her self-interest to give a positive evaluation to a weak employee, say, because she likes him or because she wants to avoid the conflict inherent in a negative evaluation. By the same token, it is not in her self-interest to give a negative evaluation to a productive employee for irrelevant personal reasons. For example, a sales manager would be shooting herself in the foot by giving a negative evaluation to a highly successful salesperson whom she happens to dislike. This is often not true in public employment, which is one of the reasons for employment protections in civil service systems.

For all its many problems, the test-based accountability system greatly reduces the problem of questionable subjective evalua-tions-but not as successfully as proponents argue. It relies on largely objective measures. Many test items are scored with no subjective judgment at all, and in most instances those that can't be scored without judgment-for example, essays and some other items that require substantial responses from students-are scored in ways that minimize the impact of subjectivity. Moreover, the reforms gave those doing the evaluations an incentive to focus on educators' output rather than irrelevant personal details. However, as you have seen, "objective" doesn't necessarily mean "trustworthy," because teachers can inflate scores.

Thus the reformers addressed the problem, but in what turned out to be a simplistic and unworkable way. In a later chapter I'll suggest more sensible ways to approach the challenge of evaluating educators, including some more reasonable ways of using test scores. In this chapter, however, I want to set the stage for that by explaining some of the problems that have arisen in using scores to evaluate educators. You've already seen some of them: the perverse incentives it created, which in turn have led to bad test prep, cheating, and inflated test scores. Here I'll focus not on incentives and their effects but rather on the limitations of the measures
themselves-that is, why test scores provide such a problematic measure of educators' performance.

## The Incompleteness of Tests

I was thinking too narrowly in that meeting with Arne Duncan. What I had in mind was the incompleteness of standardized tests as measures of one tested subject. There are important aspects of the mastery of mathematics, for example, that we can't capture well-or at all-with current tests. And there are important aspects of mathematics instruction, such as keeping students engaged and fostering their curiosity and eagerness to learn, that aren't reflected adequately by any measures of student achievement. I'll come back to this in a later chapter, when I discuss the importance of monitoring educators' practices as well as student outcomes.

What I was not considering in that meeting was another way in which testing is incomplete: the problem of subjects and grades for which districts and states have no appropriate tests. It didn't occur to me in that discussion just how unreasonable the responses to this problem would be.

Remember another elementary-school teacher I described at the beginning of this book, Kim Cook, who taught first grade in Alachua County, Florida. Like other states struggling to comply with Duncan's policies, Florida had statewide tests for only a small proportion of teachers. The state's truly astonishing solution, you'll recall, was simply to take scores from teachers who had scores from an appropriate test and use them to "evaluate" teachers who didn't. Florida had no tests before grade 3, so in Kim's case her district used the scores from fourth- and fifth-grade students in another school. And Florida was not unique. Tennessee's teacher-evaluation legislation specified that 35 percent of the evaluation of teachers who had their own growth score on the Tennessee Value-Added Assessment System (TVAAS) system should be based on that score. That left all the others whose students didn't produce scores that TVAAS could use-teachers in untested grades or subjects. For them, the Tennessee statute takes the Florida approach: use other teachers' test scores. For teachers who don't have their own
rating, 25 percent of the evaluation should be based on their school's average TVAAS rating. ${ }^{2}$

An alternative response to the pressure to evaluate teachers with test scores was to scramble to find or develop some kind of test that could be used to evaluate the teachers for whom the state had none-for example, those who teach music, art, physical education, and some advanced science and math courses, as well as those in untested grades. In some cases, states left it to local districts to sort out the mess. Keep in mind that in most states the large majority of school districts are small. In New York and New England, for example, districts are township- or city-based, not county-wide, so outside of major cities, most districts are very small. These small districts have no capacity to develop good tests or even to screen commercially available tests for quality. I had a number of conversations with the chief state school officer of one of the states that opted for this find-a-test strategy and left the selection to local districts. Early on, he lamented the lack of assessment expertise in the majority of the districts that had to find or develop tests to evaluate these teachers. A year later, when I asked how things had progressed, he wryly answered, "I had no idea just how much bad testing money can buy." However, he didn't change the policy, which was an essential piece of the plan the state had given the US Department of Education in an application for funding under the Race to the Top program that Arne Duncan had instituted.

Both of these responses show just how unmoored from common sense test-based evaluation of schools and teachers reform has become. It's utterly irrational to "evaluate" teachers based on scores earned by students of other teachers, particularly teachers in other schools or who teach other subjects. Imagine, for example, that your own evaluation were based on the performance of employees in another branch of your employer's firm. Most of us would find this both ludicrous and intolerable. Even basing the "evaluation" on other people teaching the same students at the same time is a stretch. The students in my classes are typically taking three or four other classes at the same time as mine, and in some cases one of those classes is about related material-for example, a basic statistics class. Does the quality of instruction in that statistics class
influence how well students do in my class? Of course. But that influence pales by comparison to the impact of what I do, and when a student in my class fails to learn something important in my curriculum, the blame should lie with me, not with one of my colleagues. And most of my colleagues are teaching things far less related to my own work-just as the math and science teachers with test scores are teaching things very distant from music, art, and history. This is so obvious that it wouldn't be worth mentioning it were it not for the fact that some of the reformers have ignored it and have punished and even fired teachers for the quality of other people's work.

And searching desperately for a test to use for this purpose isn't much better. Until one has a suitable test in hand, it defies logic to use tests to evaluate teachers. It's reasonable-although as you are seeing, anything but straightforward-to use a test to help evaluate an educator or a school if one has a test that measures a good share of what we expect the teacher or school to produce in that subject. To go backwards, however, and search for a test that measures something of value in a subject, just so we can say we are using tests to evaluate teachers, is unreasonable and, frankly, irresponsible. And in some of these subjects, it is not clear that we can design tests suitable for this purpose, at least over the short and moderate term. Perhaps I will be proved wrong on this last point, but until I have been, we shouldn't be using the tests to evaluate teachers' performance.

Let's consider one example: music teachers. My kids both learned to play more than one instrument, and they attended a public high school with a truly outstanding music program that was widely recognized in the community as one of the school's greatest strengths. The program engaged a large number of students, and the more selective groups routinely won regional as well as local competitions. The kids worked hard at it, and they loved it. How would you evaluate the music director and his program? I know what other parents and I used, including the students' engagement and enthusiasm and the quality of the work they produced, as evidenced by both what we heard at concerts and the awards the groups won every single year. It never once crossed my mind to ask for standardized
test scores. I could easily design a standardized test that would capture bits of what students learned-for example, music theoryand those could be put to good use, but they wouldn't begin to give an accurate evaluation of the director's exceptional work. It would be just silly-and potentially destructive-to make his evaluation dependent on a standardized test selected not because it purports to measure what we would need measured but because we "needed" a test to evaluate music teachers.

## Taking Test Scores Out of Context

Our test-based accountability system takes test scores out of context. That was a deliberate goal of the reformers; they wanted measures that someone sitting in a state capital could interpret without ever looking at the school from which they were obtained. However, that's one of the main reasons the reforms have failed. Test scores taken out of context often don't tell you what you need to know.

Consider the case of Joyce Irvine, who from 2004 until 2010 was the principal of Wheeler Elementary School in Burlington, Vermont. Wheeler serves a highly disadvantaged population; in 2010 thirty-seven of the thirty-nine fifth-grade students were either refugees or special-education students. During her time at Wheeler, Irvine added a number of enrichment programs, including a summer school, and converted the school into an arts magnet. She worked very hard-often eighty hours per week-and both her hard work and her success were recognized by her colleagues and her superiors. Her final evaluation began, "Joyce has successfully completed a phenomenal year," and the superintendent called her "a leader among her colleagues."

In 2010 she was fired from her job as principal and assigned to a lower-paying administrative position. The reason: low test scores. Under one of Arne Duncan's policies, to qualify for funds from the federal economic stimulus program, the district had to replace the school with a charter school (the state had none), remove the principal and half the staff, or remove the principal and "transform" the school. Irvine had to go. As she said, "Joyce Irvine versus millions. You can buy a lot of help for children with that money." ${ }^{3}$

Was it reasonable to be concerned because Wheeler's scores were low? Of course. Signaling potential problems is one of the most important functions tests can serve. Was it reasonable to assume that Wheeler's low scores reflected a lack of competence or effort on the part of its principal? Of course not. The fundamental mistake this illustrates is taking scores out of context. The system didn't require that the district consider whether the school produced a reasonable level of achievement or had produced an acceptable rate of improvement given the circumstances it faced. In fact, it made that sort of judgment irrelevant. Poor scores are taken to be sufficient to indicate that the school's staff is failing, and for the most part the circumstances confronting the school can't be taken into account. It's much like insisting that doctors treat patients based on one symptom without considering which of its many possible causes is the relevant one.

Because the quality of education is confounded with context, good educators teaching under difficult circumstances are punished. By the same token, weak teachers assigned to schools with high-achieving students get a pass.

## Trying to Use Tests to Explain, Not Just Describe

The Wheeler School example illustrates another problem with using test scores to evaluate educators: mistakenly attributing scoreshigh or low-to the actions of educators, despite the many other factors that influence student achievement. Used properly-in particular, used in ways that limit score inflation-tests are very useful for describing what students know. On their own, however, tests simply aren't sufficient to explain why they know it. This was explained clearly by the early designers of standardized tests, but their warnings are no longer heeded.

Of course the actions of educators do affect scores, but so do many other factors both inside and outside of school, such as their parents' education. This has been well documented at least since the publication more than fifty years ago of the "Coleman Report," Equality of Educational Opportunity, a huge study commissioned by the US Office of Education, which found that student background and parental education had a bigger impact than schooling
on student achievement. ${ }^{4}$ While the debate about the precise relative contributions of schooling and background still rage in the research world, there is no doubt that factors other than schooling are enormously important. This is part of the explanation for the huge variation in student performance we find anywhere we look. And, of course, it is one of the many reasons that the one-size-fitsall approach to reform has backfired so badly.

Test scores would justify a conclusion about the effectiveness of educators only if one could somehow separate the impact of the other factors that influence scores. One can do that-albeit not completely-either by observing the school or by means of some statistical techniques (or both). That brings me to "value-added modeling."

## Using "Value-Added Modeling" to Evaluate Teachers

Even though some parts of our accountability system totally ignore factors other than the actions of educators that influence scores-the policy that forced Burlington to can Joyce Irvine is an example-policy makers haven't been entirely blind to this issue. Their primary response has been to rely on various types of "valueadded modeling," frequently dubbed VAM.

Other than VAM, most of the test-based accountability systems reformers have imposed have taken one of two approaches. One, the NCLB approach, simply compares the performance of one cohort of kids-say this year's fourth-graders-to an arbitrary standard, the "Proficient" cut score. Each year every school has a target, a percentage of kids in that cohort who should reach or exceed the Proficient standard. The second approach, exemplified by the Kentucky system I described earlier, bases accountability on the change between successive cohorts. If the percentage proficient in this year's fourth-graders exceeds last year's percentage (or the percentage two years previously, in Kentucky's case) as much as your arbitrary target demands, you're golden. If the percentage proficient doesn't improve enough, you may be punished.

VAMs are an entirely different approach. The original idea behind VAM was that we can track the scores of individual students over time to estimate how much each one improved in a given
subject. Using earlier scores, we can predict how each student is likely to score at the end of his or her current grade. Sometimes these predictions are based solely on students' earlier scores, while in other systems they take into account some background factors as well. Schools don't have a lot of background information about students, but the variables included in the VAM model can include gender, receipt of free or reduced-price lunch, limited proficiency in English, or disability status. Either way, each student's deviation from her predicted score for the current grade is assumed to measure the impact of a teacher's work. The estimate of a teacher's value added is obtained by adding these deviations from prediction for all her students. If a teacher's students do better than predicted, that is taken to show that she is effective, but if they do worse, she is ineffective. Hence these deviations are taken to indicate the "value" the teacher has added to his students' trajectories.

While this seems conceptually simple, it is devilishly hard in practice, raising very difficult problems of both measurement and statistical modeling. Moreover, while VAM began with this approach, it has spawned many others, some quite different from this first one, and the differences among them are technically complex. For simplicity, I'll stick with this original approach.

The movement to use VAMs had two major motivations. The first is that it is simply more logical to hold teachers or schools accountable for how much students have improved over the year they taught them, rather than for the achievement they have accumulated over their entire lives to that date. If a student starts at a new school in fifth grade but came in at a second-grade reading level, it's not fair to punish the new school for his low test scores, and by the same token, it's not fair to credit a teacher for the high scores of a student who enters school that year already performing very well. The second motivation is that it helps separate the effects of teaching from all of the other things that influence test scores.

However, while VAMs help to separate the impact of teaching from everything else, they don't solve the problem entirely. The explanation is technical. In the typical VAM approach we start by predicting students' scores with a model that includes earlier
scores and perhaps background factors. The estimate of VAM is obtained by adding up the discrepancies from those predictionsthat is, by looking at variations in performance that we have not predicted using the variables in the model. This variation that we can't predict could be a result of anything that isn't included in the statistical model-including, but by no means limited to, the impact of the teacher. Using VAMs to evaluate teachers requires that one assume that this unpredicted variation among teachers is attributable to teachers, but that needn't be entirely true. It might be, for example, that the teacher was given a particularly challenging or particularly easy cohort of kids this year. Or that there were a lot of illnesses that disrupted the class. Or that a new principal arrived, and order either improved or deteriorated or a result. Or that curricular changes altered the fit of the curriculum to the test. The list of other things that can contribute is endless.

In 2014 the American Statistical Association (ASA), the primary professional organization of statisticians in the United States, issued the ASA Statement on Using Value-Added Models for Educational Assessment. The ASA summary of this point was straightforward: "VAMs typically measure correlation, not causation: Ef-fects-positive or negative-attributed to a teacher may actually be caused by other factors that are not captured in the model."5 That is, if a VAM is used to estimate your "effectiveness" as a teacher, that estimate will sometimes blame or credit you for things that have nothing to do with your teaching.

So can't we solve this by including students' background characteristics in the model, as some systems do, to take their effects out of the remaining variation in scores? Not entirely. First, the factors that obscure the effects of teaching are not limited to students' backgrounds; they also include other attributes of a school and community, such as school size, the amount of extracurricular tutoring students receive, the characteristics of students' peers, teachers' colleagues, and the school administration. Second, we generally have only very limited information about students' backgrounds. Finally, controlling for students' background can ironically do more harm than good. We know that in many settings, advantaged kids get better teachers (as mine did when I insisted
they have Norka Padilla as their math teacher). When this is the case, we would want the evaluation system to pick it up. However, controlling for students' background will also remove the differences in teacher quality that are associated with them.

This is not to say that VAM entirely fails to reflect the impact of teachers' work. Done well-and if score inflation is held to a minimum-it does. The problem is twofold. Like any other metric based on test scores, it leaves a great deal unmeasured. And for the portion it does measure, it doesn't dependably separate the effects of a teacher's work from many other influences, both within the school and outside of it. And, of course, it only works at all in subjects that students study year after year. You can't measure growth from year to year in subjects like chemistry that most students study only for one year.

## Rating Teachers with the Wrong Test

Suppose you and I both teach science in the same grade and we are equally effective teachers. I am asked to teach a class that focuses on topics A, B, C, and D. You are asked to focus your instruction on topics C, D, E, and F. At the end of the year, our students are given a test that focuses on A, B, C, and D.

You lose. Your students' test scores will appear to show that you're "ineffective," even though in fact we are equally good, because you didn't teach A and B. No matter how important E and F were for your students-even if they were the core of what you were expected to teach-the time you put into them was simply wasted for purposes of your evaluation.

My example is contrived, but it's not far-fetched. This sort of thing happens frequently, although often not in so extreme a fashion. It often affects educators who teach material that is advanced for their grade level, and it can be particularly severe when VAMs are used to evaluate educators. A good example appeared in a 2012 blog post by Aaron Pallas, a sociologist at Columbia University, titled "Meet the 'Worst' 8th Grade Math Teacher in NYC." He described the case of Carolyn Abbott, a seventh-grade teacher in Anderson School, who was literally rated as the worst eighthgrade math teacher in New York City, which used VAMs to eval-
uate teachers. To put this in some context, when Abbott taught the cohort of kids at issue in the seventh grade, they scored at the ninety-eighth percentile of the city's students. The next year, when she had them as eighth-graders, they scored at the eighty-ninth percentile. Still very near the top, but below the prediction from the VAM model, which was the ninety-seventh percentile. And as I explained, deviations from the predicted scores are interpreted as "effectiveness." The difference between the ninety-seventh and eighty-ninth percentiles put Abbott at the bottom of the district's rankings. This put her application for tenure in jeopardy.

The reason was poor alignment of the test with the material Abbott was supposed to teach. Anderson is an unusually advanced school, and much of its teaching is literally years above grade level. Pallas noted that much of the content assessed in the eighth-grade test is taught to Anderson students in the fifth or sixth grade. Abbott explained that she didn't teach the curriculum her eighthgraders were tested on. Instead, she primarily taught the more advanced algebra that shows up on the state's high-school Regents Integrated Algebra test. Because she was evaluated using the wrong test-and because scores are taken out of context-she couldn't be "effective" no matter how well she taught. ${ }^{6}$

## Teachers' Ratings Are Inconsistent across Tests

Carolyn Abbott's case, where the district was using a test that was simply the wrong one for her students, is a particularly severe instance of a more general problem: the rating of teachers (and principals and schools) often differs disconcertingly from one test to another. You've already seen one reason for this in an earlier chapter: educators in some schools may inflate scores on the accountability test more than those in other schools, causing them to rank differently on the high-stakes test than on a lower-stakes test. However, even if we leave inflation aside, this inconsistency can be large and has to be addressed if tests are to be used sensibly in evaluations.

The contrived example above shows why: tests, as you know, are samples of tasks, and they give more weight to some content than to others. Different tests don't include identical samples of
material, and they often give different emphasis to the material they have in common. As a result, any given test is likely to align better with the intended curricula of some teachers than that of others. And those differences in alignment are misrepresented as differences in effectiveness.

One of the most important studies of this problem was carried out by J. R. Lockwood and colleagues at RAND, who tracked the growth of students in mathematics from fifth through eighth grades on one of the most widely used achievement tests. They calculated value-added estimates for teachers using the two subscales that test offered: procedures and problem solving. Because the procedures and problem-solving scores came from the same test, there was no difference between them in accountability pressure.

They found very little consistency in teacher ratings across the two parts of the test. Their most disquieting finding was that "the variation within teachers across achievement measures is larger than the variation across teachers" (emphasis added). ${ }^{7}$ To make this technical statement concrete, imagine that you rated a group of teachers twice, once using each of these two math tests. Lockwood found that the difference in ratings between the two tests for the average teacher was greater than the difference between two randomly chosen teachers. This makes it hard to claim that one teacher is "better" than the other; to do that you would need to specify which of the two parts of the math test you are considering.

Lockwood's study is in one sense an extreme case; it's unlikely that any district or state would choose between tests that assess only mathematical procedures or just problem solving. Moreover, the study reflects only a relatively small sample in one district. Nonetheless, the warning is clear: estimates of teacher effectiveness can be highly sensitive to how the test samples from the domain.

## Teachers' Test Scores Are Unstable over Time

Most teachers don't change dramatically from year to year. Norka Padilla was a superb teacher when I observed her; she was a superb teacher the next year, when my son was in her class, and she remained a superb teacher three years after that, when my daugh-
ter was one of her students. Certainly teachers' work can improve or deteriorate over time, but barring unusual events, these changes tend to be gradual. One doesn't often see huge annual fluctuations in teachers' effectiveness.

The test scores of their students are quite another matter. These are generally very unstable over time.

At this point, a technical distinction becomes important: the difference between reliability and bias. In common parlance, reliable has many meanings, including "trustworthy," but to explain the inconsistencies in scores over time, I have to stick with the narrower and more specific technical usage. To make this distinction concrete, imagine that you go to a store to try out bathroom scales. And suppose that you also just came from your doctor's office and know what your weight is. Suppose now that you step on and off one scale several times and that it always gives you the same answer: it tells you that you weigh three pounds more than you really do. Demoralizing. So you try a second scale. The second one is inconsistent, varying a pound or so from one time to the next, but you notice that the readings seem to vary around the correct weight you were given in your doctor's office, with some readings too high and others too low. Let's say that if you averaged all the readings it gave you, the average from the second scale would be right on the money. In other words, the first one is systematically wrong, while the second one is inconsistent but not systematically wrong.

In technical parlance, the first-the systematic error-is bias. The inconsistency of the second bathroom scale is called error or unreliability. Reliability means only consistency, and error-for example, from sampling in polls-is inconsistency. It's not systematic, and it's therefore not bias. Where this departs from common speech is that the first bathroom scale, even though it gives you the wrong answer, is considered reliable, because it reliably-that is, consistently-gives you the same answer. It just happens to be the wrong answer. And the second is unreliable because it is inconsistent, even though it would give you the right answer if you were neurotic enough to weigh yourself a dozen times each morning and average the readings.

At this point I am simply noting that teachers' average test scores are unreliable-that is, inconsistent over time. I am not saying that they are biased. They sometimes are-for example, when teachers inflate scores-but that is a different part of the story. The inconsistency in teachers' scores means that some of the scores happen to be wrong-some will be too high, some too low-even though over the long run they could average out just fine.

There are many reasons for the inconsistency in teachers' average scores, but the most important is that they have different kids in their classes each year. Each cohort is just a sample of kids, and there are good samples and bad ones. In my classes we call this the Leo effect. Years ago a researcher I know asked some elementaryschool teachers why a substantial drop in test scores in their small school had moved up one grade per year: third grade one year, fourth grade the next, and so on. "That's Leo," one of the teachers quickly suggested. Leo was an extremely disruptive kid, and the drop in scores tracked his progression from one grade to the next.

Some years ago this instability was shown in detail by a colleague of mine, Tom Kane. Figure 9.1 is an adaptation of one of his graphs. Each dot represents the change in average scores for one school from 1999 to 2000 for a representative sample of California schools. Along the horizontal axis of this figure is number of fourth-grade students in the school. Along the vertical axis is the change in average mathematics score. The numbers on the axis reflect the reporting scale for the California test at that time, and for most people it won't be clear just how big these changes really are, but they are very large. To make this concrete, a change of twenty points would move a kid from the fiftieth percentile to the eighty-eighth percentile. So what this shows is that except in very large schools, average scores fluctuate-both up and down-a great deal from year to year. As one would expect, the smaller the schools, the greater the fluctuation-just as polls with few respondents have larger margins of error than polls with a lot of respondents. This is an indication that the fluctuation arises in large part because of the sampling of students, not because of variations in the quality of education.


Figure 9.1. One-year changes in average fourth-grade math scores for California schools, by school enrollment.

This graph would look worse for individual teachers. Most elementary-school teachers have fewer than thity students, and in some locations-for example, many rural schools-far fewer. So when we evaluate individual teachers, many of them would be at the far left of figure 9.1, with huge fluctuations from one year to the next-not because their effectiveness varies that much but because their students do.

Figure 9.1 is based on students' scores without any adjustment to remove the confounding effects of background factors, such as parental education. The fluctuation would be even worse if the impact of those factors were removed. The reason is that most of the background variables that strongly influence scores are quite
stable over time. Schools that serve advantaged communities in one year typically still do the next. They will tend to score better than schools serving disadvantaged kids year after year. So if you tinker with scores in an attempt to remove the effect of background factors, you will be removing things that increase the stability of scores. You'll make the problem of unreliability even worse.

For this reason, it isn't surprising that VAM estimates are highly unreliable. I noted earlier that VAM partially removes the effects of background variables. These background variables are generally stable; most kids who are eligible for free lunch one year don't become wealthy the next. So if you remove the differences between kids who do and don't get free lunch, you are removing one of the things that help make students' scores stable from one year to the next.

Despite the ongoing vehement arguments between opponents and supporters of using VAM, they generally agree that the estimates are very unstable over time. There are many different estimates of this instability, some of which are technically complex, but a simple way to show its severity is to rank teachers in one year using a VAM and see how they are ranked the next. It's worth walking through a concrete example. I'll use one from a widely cited study led by Dan McCaffrey, a former colleague of mine and one of the nation's most respected experts on VAM. Dan and his colleagues estimated value added for teachers in five large districts in Florida over a period of five years. Using five different districts was a way to ensure that their results were not a fluke. They put teachers into quintiles for each year-that is, the bottom 20 percent, the next 20 percent, et cetera. They then asked: if you look at the teachers who were rated either as least or most effective in one yearthat is, in the bottom or top quartile-where do they end up the next year? How many of the least effective teachers remain ineffective? I have put their findings for the bottom 20 percent of elementaryschool teachers in table 9.1, and to simplify things I have included only the districts that showed the most and least consistency.

Let's start with the best case, the district in which ratings were most consistent over time: only 41 percent of teachers who were ranked in the bottom 20 percent in any given year remained there

Table 9.1. Value-added ratings of teachers the year after being rated as in the bottom 20 percent.

|  | Bottom 20\% | Second 20\% | Third 20\% | Fourth 20\% | Top 20\% |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Best case | 41 | 25 | 16 | 9 | 10 |
| Worst case | 31 | 18 | 18 | 18 | 16 |

Source: Daniel F. McCaffrey et al., "The Intertemporal Variability of Teacher Effect Estimates," Education Finance and Policy 4, no. 4 (2009): 572-606, table 4.
the following year. In fact, only about two-thirds of these teachers even remained in the bottom 40 percent. The rest were rated higher than that the following year, and 10 percent were rated as being in the top 20 percent. The worst case showed much less consistency: teachers ranked as in the bottom 20 percent in the first year were as likely to be rated in the top 60 percent as in the bottom 40 percent, and they were half as likely to be rated in the top 20 percent as in the bottom 20 percent. So are these teachers ineffective or not? The results for the top-rated elementaryschool teachers were similar in terms of consistency, and the ratings of middle-school teachers were only slightly better. ${ }^{8}$
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This is a daunting list of problems, and it has led some critics of the reforms to argue that we should entirely abandon holding educators accountable for scores. They can point to other systems that don't impose accountability using externally imposed tests, such as Finland. However, I think that is too simple a response. It's not obvious that the Finnish model would work as well in the United States, which differs in many critically important ways, including the selection of teachers and student demographics. In addition, in some subjects and grades, standardized tests, if used sensibly, provide valuable information about some of the most important goals of education, and there is a big cost to discarding that information.

However, the problems described here and in earlier chapters provide more than ample reason to stop holding teachers accountable for test scores in the ways in which we have. In later chapters I'll suggest alternatives.

## $\ulcorner 10 \sqsupset$

## WILL THE COMMON CORE FIX THIS?

In a word, no.
For a number of years, K-12 education has been roiled by the advent of the Common Core State Standards. The Common Core had its origin in a 2009 meeting of governors and state education chiefs from forty-eight states, the District of Columbia, and two territories. Their goal was to develop "a set of clear collegeand career-ready standards for kindergarten through 12th grade in English language arts/literacy and mathematics ... which are designed to ensure that students graduating from high school are prepared to take credit bearing introductory courses in two- or four-year college programs or enter the workforce." ${ }^{1}$ Despite the intent to create standards that would be common across states, the Common Core was begun at the initiative of states, and their adoption by states remains voluntary, at least in principle.

However, the Obama administration did a great deal to foster the development of Common Core and to pressure states to sign on, and this pressure generated serious political blowback. Through its Race to the Top (RTT) initiative, the administration committed $\$ 350$ million to the development of Common Core tests, providing much of the funding for the two interstate consortia that have been working on these assessments: the Smarter Balanced Assessment Consortium (SBAC) and the Partnership for Assessment of Readiness for College and Careers (PARCC). Perhaps more important, the administration used its RTT funding to pressure states to
adopt the standards. The RTT offered states the prospect of large competitive grants at a time when state budgets were in dire straits because of the severe recession that began in 2008. The grant application required states to adopt challenging standards, and many state departments of education read this as meaning the Common Core.

The federal role in fostering adoption of the Common Core generated a conservative backlash. Education is traditionally under the purview of the states, and many conservatives bridled at the pressure from the federal Department of Education to adopt shared standards. Some states that had been on board initially later dropped them for this reason. Governor Mike Pence of Indiana led the way, signing legislation that ended Indiana's acceptance of the Common Core. Other nationally prominent Republican figures, such as Governor Nikki Haley of South Carolina, announced that they would fight the new standards. ${ }^{2}$ Opposition to the Common Core became a plank in the 2016 Republican platform: "We likewise repeat our longstanding opposition to the imposition of national standards and assessments, encourage the parents and educators who are implementing alternatives to Common Core, and congratulate the states which have successfully repealed it." ${ }^{3}$ The Trump administration has declared its opposition to the Common Core standards and has promised to repeal them, although it's not clear that it can. States will make the decision, and ESSA expressly prohibits any "officer or employee of the Federal Government" from taking "any action against a State that exercises its rights" to retain or drop the Common Core standards. ${ }^{4}$

Despite this political opposition, backing for the Common Core remains substantial and widespread. Statements of support have been offered by many diverse organizations in education, including the two main teachers' unions (the American Federation of Teachers and the National Education Association), the National Association of State Boards of Education, the College Board, ACT, the Council for Exceptional Children, and the National Parent Teachers Association. ${ }^{5}$

How the Common Core will fare over the long term remains unclear, but as I am writing, forty-two states and the District of Co-
lumbia continue to work on implementing the Common Core despite the controversy it has sparked. The two consortia established to develop new shared Common Core tests have fared far less well. In 2010 thirty-two states participated in SBAC and twenty-six in PARCC. (States could participate with both consortia.) By 2015 SBAC had shrunk to sixteen states and PARCC to only six. This doesn't mean that many states decided not to test the Common Core. States that retained the Common Core but dropped out of the consortia, such as New York and Kentucky, hired testing companies to develop their own state-specific tests aligned with the Common Core.

$$
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The controversy about the Common Core, however, is not just about the federal role in education, and leaving that issue aside, the arguments don't follow clear political lines. The substantive arguments pro and con are too numerous to delineate fully here, but I will note a few. One of the supporters' main arguments has been that earlier standards were fragmented and were neither appropriately focused nor sufficiently rigorous to prepare students for the modern workplace or further education. Supporters laud what they see as more rigor, including an emphasis on higher-order skills, such as problem solving, critical thinking, and communication. In the case of mathematics, supporters have been enthusiastic about the Common Core's emphasis on students' understanding and a greater focus on coherence in the curriculum.

The reasons for opposition have been diverse. The elementarygrades English language arts standards have been widely criticized as age-inappropriate and for placing too great an emphasis on nonfiction. The math standards have been criticized, ironically, both for insufficiently preparing students for college and for an excessive focus on formal mathematics. The new tests linked to the Common Core have been a substantial trigger for opposition. While supporters see better tests, opponents see tests that are too time-consuming and too difficult. Some opponents say the Common Core and the associated tests will widen the gaps between advantaged and disadvantaged students.

Diane Ravitch, who in recent years has become one of the nation's most prominent critics of test-based accountability, has also been a vociferous opponent of the Common Core. One of her criticisms is unusual and bears highlighting: she argues that the Common Core has been imposed on teachers and students without any evidence of the effects this will have. She wrote:

> The Common Core standards have been adopted in 46 states and the District of Columbia without any field test. They are being imposed on the children of this nation despite the fact that no one has any idea how they will affect students, teachers, or schools. We are a nation of guinea pigs, almost all trying an unknown new program at the same time.

> Maybe the standards will be great. Maybe they will be a disaster. Maybe they will improve achievement. Maybe they will widen the achievement gaps between haves and have-nots. Maybe they will cause the children who now struggle to give up altogether. Would the Federal Drug Administration approve the use of a drug with no trials, no concern for possible harm or unintended consequences? ${ }^{6}$

My only quarrel with Ravitch is that she is casting this problem far too narrowly. It's not just the Common Core that has been dropped into schools wholesale before we gathered any evidence about impact; this has been true of almost the entire edifice of test-based reform, time and time again. I'll argue later that putting a stop to this disdain for evidence-this arrogant assumption that we know so much that we don't have to bother evaluating our ideas before imposing them on teachers and students-is one of the most important changes we have to make.

The arguments for and against the Common Core are very important, and I don't want to belittle them in any way. They deserve a thorough airing. Just not here. For present purposes, most of them, excepting Ravitch's argument, are a distraction. The question posed by the preceding chapters is narrower: to what extent-if at allwill the adoption of the Common Core, with or without a consortium assessment, address the problems I have described?

Unfortunately, the short answer is that both the Common Core and the development of new tests linked to them are largely irrelevant to those problems. In this respect they are the same old wine in new bottles, repeating the mistakes that contributed to the failures of test-based reforms. This needn't have been the case. The development of new assessments-particularly computer-administered tests, which both consortia have designed-offers a chance to chip away at the problems by making bad test prep more difficult, although better tests in and of themselves won't be nearly sufficient to solve the problems you've seen. However, as of now, the consortia haven't confronted the problem of Campbell's Law. PARCC has published nothing about inflation. SBAC's Race to the Top application, which is 168 pages long, mentions score inflation once-in an appendix table, where an initial step for 2010-12 includes this question: "Were plausible unintended consequences such as score inflation or impact on student achievement in non-tested content areas... considered?" But the application does not explain anything that was done either to avoid or to evaluate potential inflation, and the consortium has not explicitly addressed in in later publications.

That's not to disparage the consortia's efforts to improve tests. Both have put a great deal of work into efforts to develop tests that are in various ways better than those that were in use before. Not all of these have panned out, in my opinion, but some have. Still, these improvements just don't address the problems of bad test prep and score inflation.

## Predictability

As you have seen, Campbell's Law shows up almost everywhere people have looked. However, the opportunities to game the system differ from one context to another. The roots of Campbell's Law in health care are quite different from those in airline on-time statistics.

In educational testing there are two major opportunities to game the system, if you leave aside the many different ways one can simply cheat. The first is the approach used in the El Paso and Houston cases I summarized earlier: exclude potentially low-scoring kids from testing.

The second option is the one more commonly documented: taking advantage of the predictability of tests. Teachers can reallocate only if they know which content is likely to be emphasized on the next version of the test and which is likely to go largely or entirely untested. And coaching can work only if teachers know which details in the test are likely to show up again. You've seen numerous examples of this. If teachers know that the test will be multiple choice, they can waste instructional time teaching the strategies of process of elimination and plugging in possible answers. You've seen coaching strategies that work only because the new test is likely to use Pythagorean triples or present linear equations in the arbitrary form $y=m x+b$.

So how do we decrease bad test prep and score inflation? One response should be obvious: reduce the unnecessary predictability in the tests. For a number of reasons, there are limits to how far we can go in this direction. For example, if tests are too dissimilar from one year to the next, it becomes impossible to track trends over time. And one wouldn't want tests that randomly give more emphasis in some years to relatively unimportant content. However, a good bit of the predictability in tests is unnecessary. There is no good reason why linear equations should always appear as $y=m x+b$ and several reasons-not just the risk of inflation-that they shouldn't. Eliminating unnecessary predictability wouldn't entirely solve the problems I have laid out; it wouldn't eliminate bad test prep, score inflation, cheating, or the stress endured by teachers and students. However, it could chip away at the first two.

The consortia have not announced any intention of confronting this issue, even though computerized testing makes it easier to do so. In fact, they have followed approaches that could inadvertently worsen the problem. To explain requires a short dip into the esoterica of testing.

Both consortia use what are often called "task models" or "item templates" to generate items for parts of their assessments. That is, rather than writing new items from scratch each year, they create a template that specifies many aspects of the item that will remain constant over time. When a new item is needed, the item writers
leave those attributes unchanged but alter one or more others. If a template is sufficiently tightly defined, a computer can generate new items without human intervention, which was one of the reasons they were first developed, some years before the Common Core was begun.

There are clear benefits to using task models, apart from making it easier to generate new items. The models help to make scores comparable in meaning from one year to the next, which is very helpful if you want to measure trends over time.

However, this approach holds an obvious risk: it makes the test more predictable, and that can bring opportunities for coaching and score inflation. That is, it can make items comparable not only in ways that you want but also in ways that you don't. To the best of my knowledge, this risk was first documented concretely more than a decade ago by researchers at the Educational Testing Service (ETS). ETS was one of the pioneers in the development of task models. These became increasingly important when ETS converted the Graduate Record Examination to a computer-based assessment, because this change required that ETS produce a larger number of items that were close substitutes for each other. Task models are a means of doing that.

The ETS researchers, however, were concerned that if people began to recognize the attributes of test items that were made similar by the task models, they could prepare by focusing on these rather than by learning the skills the items were supposed to measure. And this is precisely what they found. They administered to randomly selected groups of students both similar items and items designed to measure the same skills but dissimilar in appearance. Ideally, the appearance of the items wouldn't matter, but it did: students found the items that shared appearances with the first set easier. That suggests that students are learning to respond to the predictable but irrelevant characteristics of the items. The ETS authors warned: "It should be assumed that, if an item modeling approach is adopted, test preparation schools may soon alter their curricula to include instruction in item modeling. These schools could . . . teach item models."7 In other words, they could coach,
teaching students how to take advantage of the irrelevant features that are similar from item to item because of the task model. Just like Pythagorean triples.

This is not a reason to avoid using task models, but it makes it even more important to deal with the risk of unnecessary and harmful predictability. The consortia haven't yet said how-or even whether-they intend to address this.

On the positive side, there has been some discussion of these issues in individual states. For example, in designing its Common Core tests, New York State has been trying to reduce the unnecessary predictability of its tests, and the risk of inflation is one of its reasons for attempting this. However, this is the rare exception, not the rule, and the Common Core itself was not the motivation. It was just happenstance that the Common Core compelled New York to write new tests at a time when other factors had made the staff aware of the risks posed by predictability.

## One Size Fits All

One reason for the failure of the reforms was the advocates' wellmeaning but unrealistic one-size-fits-all approach. In setting arbitrary performance targets for students, they ignored the ubiquitous and unavoidable variation in student performance. In fixing performance targets for schools, they made the same error, ignoring differences in the circumstances facing teachers. Add sanctions to this, and the results were predictable: many of people who couldn't reach these targets by legitimate means resorted to illegitimate ones.

The jury is still out with respect to the impact of the Common Core on this problem. It may not have much of an effect at all, but if it does, it is more likely to worsen the problem than to lessen it.

The Common Core has just given the one-size-fits-all approach a more explicit and grandiose rhetorical wrapper. Go back to the original rationale: the new standards "are designed to ensure that students graduating from high school are prepared to take credit bearing introductory courses in troo- or four-year college programs or enter the workforce" (emphasis added). It's hard to argue with this. It's a clear statement of one of the most important goals of
education, although hardly the only one. But to meet this goal, the Common Core offers-with an exception I note below-a single set of standards. The standards are supposed to prepare students for just about anything other than being unemployed. There are no distinctions among the vast array of jobs that students might take. There is no distinction between students bound for college and those who aren't. As one advocate asserted some years ago when I raised this concern, "The Common Core has eliminated the distinction between college readiness and career readiness." Rhetorically, perhaps, but not in actuality. And the standards make no distinctions among the multitudes of occupations, which in some cases require dramatically different academic preparation. One size fits all.

The Common Core does make two concessions to the different paths students may follow. In high-school mathematics, the standards draw the traditional distinction between "additional mathematics that students should learn in order to take advanced courses such as calculus, advanced statistics, or discrete mathematics" and everything else, ${ }^{8}$ and standards relevant to the advanced group are presented but flagged. The standards document for English language arts and literacy in history/social studies, science, and technical subjects acknowledges the difference between advanced students and others but doesn't include standards relevant to the advanced students. But with these two exceptions, the Common Core standards purport to be appropriate for everyone.

In one way the preparing-everyone-for-everything claim may not exacerbate the one-size-fits-all problem in elementary schools. When students are young, it should be unclear where they are headed in education and in life, and there are strong arguments against making assumptions about whether kids are headed to college or about the careers they will pursue. Preparing kids for whatever unknown paths may lie in front of them and keeping as many doors open as possible should be our goals.

The rhetoric becomes more problematic, however, when applied to testing in the elementary grades. Recall that the aim of the group initiating the Common Core was to create "collegeand career-ready standards for kindergarten through 12th grade"
(emphasis added). Some states have taken this rhetoric literally and claim that reaching the Proficient standard on their Common Core tests-even in the elementary grades-indicates whether a student is 'on track for college and careers.'9 Even high-school and college-admissions tests predict performance in college only weakly, and it is simply an illusion to think that reaching a cut score on an elementary-grades test tells us much about whether a student will be prepared years later. This rhetoric may not matter, but it has the potential for making the one-standard-fits-everyone approach even more inappropriate for some students.

At the secondary level, the risks seem larger. In most schools, students follow a variety of different paths in selecting courses. This has posed a problem for test-based reform for decades. In the 1970s the reformers confronted this head on and designed their tests explicitly for lower-performing students. It was assumed by most people that these tests wouldn't be of much relevance to higher-performing students, and at the time that was widely considered to be fine. Starting in the 1980s, however, reformers decided that this wasn't acceptable, and they started the gradual process of implementing tests designed to hold schools accountable for the performance of all students. We've struggled with the consequences ever since. In most states, the solution was to use tests suitable for the large majority of students and simply not to worry if they were not all that appropriate for college-bound studentsafter all, college-admissions tests like the ACT and SAT can fill the gap for them-or for students at the bottom of the distribution.

The Common Core changes this in only one way: it offers a rhetorical justification for designing tests for the college bound and then using them for everyone else. A slow trend in this direction was apparent before the Common Core, as a handful of states and large districts (e.g., Chicago and the state of Kentucky) began requiring that all high-school graduates take a college-admissions test. There are praiseworthy motivations for this shift. One Kentucky legislator said to me, for example, "We have lots of kids in poor communities who never even thought about going to college. This will get them thinking about it, and it will show some of them that they have what it takes to succeed in college." The risk,
however, is also clear: if the test contains material that teachers can't bring kids to master by legitimate means, some will turn to illegitimate ones.

## Overreliance on Test Scores

The Common Core will do nothing to lessen the overreliance on test scores that has contributed so much to the failure of education reform.

Some states and districts have already begun taking steps to carve away at this problem-for example, by adding highly structured observations of teachers to their accountability systems. Moreover, the replacement of NCLB by ESSA gives states some leeway to modify their test-based accountability systems, and it mandates that states include at least one measure other than test scores, albeit without specifying what that other measure should be or how much it should count (other than mandating that it count less than scores).

Adoption of the Common Core, however, has nothing to do with these changes.

## Excessive Pressure

So far, the Common Core has only worsened the excessive pressure to raise scores.

The Common Core does nothing to change the accountability system itself, of course. The NCLB rules stayed in place after states began adopting the Common Core, and whatever changes states may choose to make to their accountability systems in response to the increased flexibility offered by ESSA will not depend on the Common Core.

The Common Core standards have increased pressure in many places, however, because of the particular ways in which they have been tested. Here it is necessary to draw a distinction between the tests themselves and the performance standards-the cut scoresattached to them. One of the most common complaints about the Common Core is that some of the tests are too hard. However, if you read the press reports about this, you'll see that they focus on the percentages of students labeled as "proficient"-or conversely,
failing-on the new tests. These cut scores, as you know, are arbitrary, and one could just as easily set performance standards on the new Common Core tests that are exactly as lenient or harsh as those that were layered onto the tests that preceded the Common Core. That is, you could set the new standards so that the same percentages of students reached them as in earlier cohorts. That would eliminate one of the ways in which the new tests are harder, and it would keep the failure rate the same, at least for the short term. However, as long as the arbitrary standards are harsher, they will exert more pressure.

The other aspect of difficulty is the actual content of the test. In some instances, the content of the Common Core tests is by design more advanced or in other ways more difficult. Regardless of where the cut scores are set, the more difficult content increases pressure on teachers because it is harder to teach. This may have good effects on teaching in some circumstances; after all, the tests are intended to prod teachers to teach more demanding material. The jury is out in this respect. But for my narrower question, the answer seems clear: the pressure teachers and principals feel to raise scores won't be lessened by the change to the Common Core.

## A New Flavor of the Same Old Thing

The evolution of test-based reform has shown a dreary sameness for over thirty years, and the Common Core, unfortunately, fits the pattern to a T.

Each time the weaknesses of the reform have become apparent, the reformers have decided to try a new flavor of the same strategy, telling us in every instance that this time they have it right. The new variations usually involve new tests-performance assessments in one iteration, standards-based assessments in another, Common Core tests in yet another. The new approach often ratchets standards up further, either for low performers or for everyone. The reformers tinker with sanctions and rewards, usually increasing the pressure further but occasionally backing off a bit. Some iterations involve something unique, such as the recent absurdity of "evaluating" teachers with the scores of kids they don't even teach.

Yet underneath all of this ferment-some of which is in indeed important-the basic failed model of educational improvement has remained unchanged: set arbitrary performance targets on standardized tests; apply them uniformly, without regard to circumstances; and reward and punish. Whatever its other virtues and vices, the Common Core hasn't changed this. This approach hasn't worked before, and it won't work with the Common Core.

## ᄃ11」

## DID KIDS LEARN MORE?

What did we get in return for all of the stress, degraded instruction, bad test prep, score inflation, and outright fraud that testbased accountability has engendered? Did students actually learn more?

Yes and no. There are some bright spots, but the reforms didn't deliver the large gains in learning that would make us more competitive in international comparisons and a substantial reduction in the gap in achievement between advantaged and disadvantaged kids.

We know less about this most fundamental of questions than we should. While it's easy to find unequivocal pronouncements about the gains generated by the reforms-the newspapers are full of them once a year, and unfortunately some researchers have not been much more cautious-the honest answer is that it's very difficult to pin down with precision any effects the reforms had on actual student learning. One reason that we know less than we shouldobvious, but often ignored-is that most of the abundant test score data available to us are too vulnerable to score inflation to be trusted.

There is a second reason for the dearth of information, the blame for which lies squarely on the shoulders of many of the reformers. Time after time they declared that they had figured out what would work, and they imposed it on students and teachers on a mass scale without taking time to evaluate their programs first. It's analogous to a drug company saying that they have figured out, based just on their own beliefs and logic, which drugs will be effective and safe,
so they can skip the time-consuming and expensive burden of actually gathering some evidence before selling it to you. And it's not just that the reformers didn't take steps to evaluate their own programs. They also often implemented their programs in a way that made it harder for anyone else to evaluate them. We normally evaluate programs by comparing people who participate in them to similar people who don't, and that requires that we keep some people out of the program long enough to make this comparison. This is no different from evaluating drugs, which in most cases requires comparing outcomes for people with similar medical conditions who do and don't take them. But by and large, that didn't happen; the reforms were implemented quickly everywhere. Evaluators followed behind the elephant with a broom, searching for variations in how states and districts implemented the reforms to allow at least limited evaluations. Both the number and the quality of evaluations suffered as a result.

I won't repeat the mistake of pretending that we know more than we do. I'll limit myself to some broad conclusions that are warranted despite the incomplete data. That's enough to make it clear that the impact on students' learning has been far less than the reformers expected, and in my view, far less than would be required to justify the huge harms test-based accountability has caused.

## Making Sense of the Evidence

I'll focus on achievement in reading and math. Although some states tested additional subjects, and NCLB and ESSA required testing in science in at least three grades starting in the 2007-8 school year, reading and math have been the primary focus of testbased reform since its inception, and most of the available evidence pertains to these two subjects.

To start, I need to distinguish between two questions. The easier question is what happened to student learning during the time of test-based accountability. The far more difficult question is why any such changes happened, and specifically whether they can be attributed to test-based accountability.

To answer the first question-whether the problems that motivated the reforms have been reduced substantially-we can look at trends in performance on tests that are not vulnerable to inflation because teachers aren't pressured to raise scores on them: primarily NAEP, but also the US samples of the major international assessments, TIMSS and PISA. (In some other countries the international tests may be more susceptible to inflation-in particular PISA, which is the focus of a great deal of attention in the media and among politicians in some countries.) It would be tempting to use these trend data to try to answer the second question as wellhow much impact the reforms have had-and many people do, but they simply aren't up to the task. The reason is straightforward: simple trends on these tests reflect everything that can affect scores, not just the reforms. For example, there have been demographic changes in the school-age population, including increases in the proportion of students who are of Asian background and of Hispanic background. On average, these two groups score higher and lower, respectively, than non-Hispanic white students. Over the period of time I'll discuss here, the impact of these changes has been modest and doesn't affect any of my basic conclusions, but it has been sufficient that one can't simply take the numbers shown in trend data at face value. Similarly, trends reflect all other changes in educational practice that affect learning. This shortcoming isn't limited to testing; it's a common problem when we are trying to explain changes that occur over a substantial time. For example, adults lose muscle mass over the long term as they age. To find out whether an exercise and diet regimen helps to combat this, you wouldn't look only to see whether the people trying it gained muscle mass; it would be a sign of success if they just lost muscle mass more slowly than adults not following the regimen.

The question we most need to ask is therefore more subtle and much more difficult to answer: are scores going up more than they would be in the absence of the reforms? Or, for that matter, are they going down less rapidly than they would be? One can sometimes extract hints about this from trend data. In particular, it's helpful to look for the timing of any bend in the trend, such as a point when
scores that are already increasing start improving more-or lessrapidly. For example, did scores start improving more rapidly in the years after the implementation of NCLB, when accountability became more uniform and pressure was ratcheted up in many states? However, to answer the causal question unequivocally, we need formal evaluation studies.

High-quality evaluations of the test-based reforms aren't common, once one removes the many that aren't useful because they tried to answer the question using scores on the high-stakes tests themselves. Moreover, the findings of some of the more trustworthy studies are inconsistent. This isn't surprising, given that the researchers had to work around the obstacles the reformers, perhaps inadvertently, had put in their path. Moreover, even perfect evaluations would show varying results because the implementation of the reforms varied considerably from place to place-for example, in the harshness of the performance standards states imposed. Some general patterns emerge nonetheless, and I'll focus on them.

## Did Learning Improve?

Let's start with a simpler question: how much did learning in reading and math improve in recent years, for whatever reason?

Reading. In the case of reading, the answer is simple: trend data show that students' learning hasn't improved much, despite decades of unrelenting pressure to raise test scores in reading.

I've plotted trends on NAEP in figure 11.1, but interpreting this figure and those that follow requires a brief dive into technical matters. I say that figure 11.1 shows only small improvements, but how do I know how big the changes really are? The way I've drawn them makes them look small-the vertical scale leaves lots of empty space above the trends-but that is entirely arbitrary, and I did that only to make it easier to compare figure 11.1 with the much more positive news in the math trends that I'll show below. To know how big these changes are, one needs to understand the scale I've used. Test scores are reported on any number of different scales, and one extra point may be a big deal on one but a trivially small difference on another. For example, scores on the SAT math test run from 200 to 800; those on the competing ACT math test range from


Figure 11.1. Trends in average NAEP reading scores, in standard deviations (SDs). Vertical line marks the first year of implementation of NCLB.

1 to 36 . For our purposes, this poses two problems. First, one can't compare scores that are on different scales. Second, most people can't interpret the size of any given difference in scale scores. Is an increase of 5 points on the ACT math test large or small? Five points may sound small, but it actually isn't-on that particular scale. In contrast, the smallest difference even reported on the SAT scale is 10 points.

To get around these problems, I will put everything I describe onto a single scale that I used a few times earlier, called standard deviations. Specifically, I will set an average score to zero, and then all other values will be expressed in terms of differences from that average in standard deviation units.

This scale is unfortunately unfamiliar to most people, but it is the most often used in the social sciences, and for my purposes here, it has three very important advantages that offset its unfamiliarity. First, as you saw in earlier chapters, it allows us to compare across tests, regardless of the scale on which they are usually reported. If an admissions officer wants to compare a student's scores on the

ACT and SAT, one solution is to express both in standard deviation units. Second, with some complications, standard deviations can be translated into percentiles, as I did in earlier chapters. It doesn't matter what the test is; students with standard deviation scores of 0 and 1 are always at the fiftieth and eighty-fourth percentiles. Third, because the standard deviation scale is so widely used, it provides many useful standards of comparison. For example, while the black-white gap in math scores varies a good bit from test to test, it is often in the range of 0.8 to 1.0 standard deviation. It's 0.8 standard deviation on the fourth-grade NAEP test. Similarly, the gap between the United States and the highest-scoring East Asian countries in mathematics in TIMSS is typically close to 1 standard deviation. Since we are looking at reading trends, I'll use NAEP to give a more specific illustration of how we can use this scale. In the most recent NAEP fourth-grade reading assessment, the mean difference between black and white students was 26 points on the scale used to report NAEP results. The standard deviation of white students was 33 points. A student with the average score of black students would therefore be roughly 0.8 standard deviations below the average on the white distribution of scores, which means that this student would be at roughly the sixteenth percentile among white students.

With this background, let's look more closely at figure 11.1. The graph shows the change from the first year of data, so the value for that year is set at zero: no change. You can see that small improvements in reading in grades four and eight are matched by a comparable decline in grade twelve: the grade 12 line starts at zero-no change-in 1992 and drops, slowly and erratically, to -0.2 standard deviations by 2015. Grade 12 is the most important; what we care about most is the skills with which students leave school and enter either the workforce or postsecondary education. Nonetheless, it's important to note that the average scores in grades 4 and 8 increased by about the same amount as the twelfth-grade score dropped.

Because I've used standard deviations, I can easily translate these numbers into percentiles. In 2015, the average twelfth-grader would
have outscored about 42 percent of students at the beginning of the trend, twenty-three years earlier. The average students in grades four and eight in 2015 scored better than about 58 percent of students 23 years earlier. Although I have to repeat my warning that trend data don't provide definitive answers to our second questionthe actual impact of reforms-it may be a hint that these changes, both positive and negative, happened before the enactment of NCLB, which is also marked in figure 11.1.

Demographic changes in the student population did have some influence on these trends, but they don't account for the lack of progress in twelfth-grade reading. Over the twenty-three-year period, NAEP shows gains for only the smallest of the four main racial/ethnic groups: Asian/Pacific Islanders. The average scores of non-Hispanic whites and Hispanics were essentially unchanged (they actually declined trivially, but not by enough to be statistically trustworthy), while the average scores of black students dropped by 7 points-roughly 0.2 standard deviation.

Math. The trend data are much more positive in math than in reading, but the story is more complicated.

The best news is a rapid and very large increase in the average score of fourth-graders on the NAEP (the solid line at the top of figure 11.2). Between 1990, when the math framework for the current NAEP was introduced, and 2007, the average score increased by almost 0.8 standard deviation-in other words, by an amount roughly similar to the mean difference between whites and blacks or between the United States and countries like Korea on the TIMSS assessment. By any reasonable standard, this is a truly large improvement. If you exclude tests suffering from score inflation, this is one of the fastest rates of change in scores-either up or down-that we have seen in a large-scale assessment in the United States over more than half a century, and it was maintained for an exceptionally long period.

However, while the news is indeed good, it isn't as positive as it first seems. There are two big flies in the ointment.

The first big reason not to celebrate too much is that what we most care about is the skills students have when they leave school,


Figure 11.2. Trends in average NAEP mathematics scores, in standard deviations. Vertical line marks the first year of implementation of NCLB.
and it has been clear for a long time that the impressive math gains of fourth-graders don't persist: they wither as students progress through school. This is apparent from figure 11.2, which has the trends lines for the eighth and twelfth grades as well. You can see that the improvement in eighth grade, while still impressive, is only about two-thirds as large as those in the fourth grade. The real kicker, however, is the average scores of high-school seniors. This part of the figure has an additional wrinkle: the framework for the test was changed in 2005, so one can't compare the scores from that year and later to those from 2000 and earlier. Rather, one has to look at the two time periods separately. That shows a small improvement between 1990 and 1995 but essentially no improvement for the past decade.

The severity of this fade-out becomes even more apparent if you consider how students in the same cohorts perform in different grades. Leaving aside students who repeat a grade, the cohorts that
showed no meaningful improvement in the twelfth grade between 2005 and 2015 are the same students who produced particularly large gains when they were in the fourth grade eight years earlier, contributing fully half of the total increase in scores. You can see this more clearly in figure 11.3, where I show the gain in scores those cohorts of students achieved over ten years in each of the three grades. Whatever happened to these kids when they were young didn't stick.

The second caution is not well known: the few other sources of uncorrupted test-score data show still sizable but much smaller gains in fourth-grade math than does the main NAEP upon which people usually rely. As good a test as it is, the main NAEP is just a sample, so we should look to see how well the NAEP trends are echoed in other data, just as we look for poll results to be mirrored in the findings of other polls. This is particularly important when we find a pattern that is unusual in terms of past experience, like the gains in NAEP fourth-grade math scores.


Figure 11.3. Ten-year gains in mathematics, by grade, for students in twelfth grade between 2005 and 2015.

While most available data are suspect because of score inflation, we have two comparisons that aren't: a second NAEP test and the US sample in TIMSS. Both show gains that are substantial but much smaller than those on the main NAEP.

The second NAEP test, called the Long-Term Trend Assessment (LTT), was started three decades ago, and it can be linked to even older data. In 1986 the average reading scores of nine- and seventeen-year olds (NAEP was then administered by age, not grade) dropped dramatically, by a seemingly implausible amount. The main NAEP is updated from time to time, and after the fact, experts agreed that much of this apparent decline in performance wasn't real; it was an artifact of changes made to the assessment. ${ }^{1}$ In response, the Education Department has since administered the LTT, which doesn't change: the content, sampling, and administration are kept the same from year to year. (The one exception was in 2004, when a new version of the LTT was introduced.) The LTT is intended to provide a check on additional anomalous changes in performance on the main NAEP. It also provides data on longerterm trends; while the current version of the main NAEP shows trends from 1990 on, the LTT extends back to 1978. The drawback, however, is that the LTT is increasingly out of date in terms of content and format.

In fourth-grade math, the LTT shows improvement since 1990 almost exactly half as large as is shown by the main NAEP. I've shown this in figure 11.4, to which I will return in a moment for another reason. Particularly striking is the difference during the 1990s, when the main NAEP showed very rapid gains but the LTT showed almost no improvement at all. It's not uncommon for different tests to show different trends because they sample differently from the domain, but disparities this large are unusual in the absence of changes in the tested population, score inflation, or cheating. This discrepancy hasn't been examined in detail.

TIMSS was first conducted only in 1995, but between then and 2015 it has shown an improvement in fourth-grade math a bit more than half the size of the increase on the main NAEP. The design of TIMSS is different from that of NAEP-it's designed to


Figure 11.4. Fourth-grade math trends on the main NAEP, the original Long-Term Trend NAEP, and the new Long-Term Trend NAEP.
provide international comparisons-but the two tests are quite similar in some respects, and the NAEP and TIMSS estimates for gains in grade 8 are quite similar. I have not found anyone who can explain this large discrepancy.*

While very large NAEP gains in grade 4 math aren't replicated in other data, the bad news NAEP gives us for high-school math is. The most relevant comparison is the US sample for the other large international assessment, PISA. Overall, NAEP resembles PISA much less than it resembles TIMSS, and this is by design: PISA is intended to answer somewhat different questions. PISA

[^4]samples fifteen-year-olds still in school rather than high-school seniors, and it emphasizes application of skills rather than mastery of the curriculum. Despite these differences, it tells the same story as NAEP: since its first implementation in 2003, PISA has shown no consistent improvement in the performance of our students in math.

## $\bigcirc \bigcirc 0$

What is the takeaway from this array of somewhat inconsistent data?

The main story is clear: for whatever reasons, performance in elementary-school mathematics has improved substantially-the gains on all three tests are sizable-but we can't be certain by how much. While it is all too tempting to treat the main NAEP as the "gold standard" and accept the very large gains on that assessment at face value, the fact is that we don't know what has caused the large discrepancies among the three different tests, and absent that, we don't really know just how big the improvement has been. More important, we have no evidence that these gains have persisted to high-school graduation.

I want to stress again that trend data alone can't answer our second question-the impact of test-based accountability-but the fourth-grade trends are relevant to this for two reasons. The first is that as I noted, timing can provide a hint, and the timing of the gains in math doesn't line up with the reforms. Go back to figure 11.4. NAEP shows that the improvements were under way at least as early as the first half of the 1980s, when test-based accountability was both uncommon and, where it existed, mild by comparison with today's policies. And both NAEP assessments show that the gains largely petered out within a few years of the implementation of NCLB.

But the conflicting data about grade 4 math are relevant to evaluations of the reforms for another, more direct reason: the most important evaluations of the reforms used scores on the main NAEP to evaluate impact. It's quite possible that their conclusions, to which I will return below, would be less positive had they used another test.

## Trends in Achievement Gaps

The reformers didn't want only to raise everyone's performance. They wanted in particular to lessen inequities in student achievement. They wanted to bring the bottom up. This is why NCLB and ESSA focused especially on historically low-scoring groups, such as racial and ethnic minorities, students with disabilities, and economically disadvantaged students.

Whatever the impact of test-based accountability, the trend data don't show consistent improvement in achievement gaps. However, the story is somewhat complicated.

The gap between whites and blacks is clearly narrowing. That has been documented in many studies using a wide variety of data. However, this progress started-and largely ended-before test-based accountability became widespread. It was apparent in a variety of test data, including NAEP and the SAT, as early as the 1970s. ${ }^{2}$ NAEP data suggest that in elementary-school math, the black-white gap reached an approximate minimum in 1986 and has fluctuated since, and the gap hasn't been statistically significantly different from its current size since 1978. Moreover, in more recent years, the only apparently substantial improvement was a one-time blip between the long-term assessments in 1999 and 2004. One-time changes of this sort are always questionable.

While the gap between black and white has been shrinking erratically, the gap between rich and poor students (measured as the gap between students from families at the tenth and ninetieth percentiles in income) has been widening consistently. Sean Reardon at Stanford has shown that this is apparent across a wide range of tests, and it began with students who entered school at least as early as 1980 . The exception to this pattern is found in measures of readiness of students entering kindergarten, two of which showed a decrease in the gap between rich and poor between 1998 and $2010 .{ }^{3}$ However, the gap at entry into school entirely reflects experiences outside of regular schooling, so it doesn't help clarify the impact of test-based accountability.

We can also simply compare the trends shown by low- and highscoring kids. The news on this front isn't very encouraging. Some


Figure 11.5. Trends in NAEP fourth-grade math scores, by percentile rank.
data do suggest a narrowing of the gap between low- and highscoring students, but this improvement was small and erratic, and it doesn't appear at all in some of our trustworthy sources of test scores. I'll show this by comparing students at the ninetieth and seventy-fifth percentiles to those at the tenth and twenty-fifth percentiles, respectively.

I'll start with fourth-grade mathematics because it provides the best case for the reforms: by far the most positive trends overall, and-as slight as it is-some evidence of a narrowing achievement gap. On the main NAEP, the gap between the tenth and ninetieth percentiles shrank by 5 percent between 1996 and 2015, and the gap between the twenty-fifth and seventy-fifth percentiles shrank by 6 percent. TIMSS showed slightly more narrowing between 1995 and 2011. However, there is a warning sign: a closer look shows that the narrowing of the gap on NAEP occurred only during a single three-year period, between the 2000 and 2003 assessments. (There were no assessments in the intervening years.) I've plotted the data in figure 11.5, and it is immediately apparent that the trends for the
four groups are essentially parallel other than during that threeyear period.

And other data that warn us not to be too sanguine about this apparent improvement. The main NAEP shows no hint of this narrowing when these cohorts of students reached the twelfth grade. Once again, the improvement that appears the in the fourth-grade data doesn't persist as students move through school. Moreover, the NAEP Long-Term Trend assessment showed no narrowing of these gaps at all among students of any age since the mid-1980s.

While I should repeat my warning that trend data aren't sufficient to evaluate the reforms, the timing of this one-time narrowing between high- and low-achieving fourth-graders on the main NAEP isn't consistent with the reforms. The main change in these years was the enactment of NCLB, which wasn't signed into law until 2002 and therefore had very little time to affect schooling or performance by the time of the NAEP testing that began in January 2003.

## How Much Did the Reforms Contribute to Trends in Achievement?

These data make it clear that we haven't ended up even close to where the reformers wanted us to be, but they don't answer the harder question: just how much did test-based accountability affect these trends?

The evidence is unfortunately weak. Many studies estimate the impact on scores on the tests used for accountability, but for reasons that should now be obvious, these can't be trusted. Studies that used other outcomes, often NAEP, dodged that bullet, but the rapid implementation of the reforms severely limited the design of these studies.

The best summary of the credible research is a book published by a study panel of the National Research Council (NRC), the research arm of the National Academies of Science. The NRC panel was intentionally designed to include both supporters and opponents of testbased accountability. (I was a member of the NRC study panel.)

The NRC panel concluded that test-based accountability systems had a modest positive impact on some aspects of student learning:
"School-level incentives like those of the No Child Left Behind Act produce some of the larger estimates of achievement effects [compared with other systems of test-based accountability], with effect sizes [across grades and subjects] around 0.08 standard deviations, but the measured effects to date tend to be concentrated in elementary grade mathematics." ${ }^{3}$ This is consistent with the simple trend data, which showed sizable gains in fourth-grade mathematics, smaller gains in eighth-grade math, and no substantial improvements in twelfth-grade math or in reading in any grade.

But test-based accountability gets credit for only a modest portion of the improvements shown in math. The panel's positive conclusion about the effects of reform on elementary math scores relied heavily on a study by Tom Dee and Brian Jacob that estimated impact of strong schoolwide test-based accountability to be about 0.23 standard deviation. ${ }^{5}$ Given that they relied on the main NAEP, which showed the largest overall gains in scores, this estimate corresponds to a bit over one fourth of the total gains shown by fourthgraders.

And while the Dee and Jacob study indicates that the reforms contributed to the gain in elementary-school mathematics, wee don't know how much of this reflects better teaching or an overall increase in students' learning. We know that in response to test-based accountability, many teachers shifted a good bit of instructional time from untested subjects, including science, art, music, and physical education, into math and reading, in some cases nearly or even entirely eliminating instruction in those other subjects. This reallocation of instructional time reallocates student achievement, making students learn more math at the cost of learning less in subjects like science and social studies. It robs Peter to pay Paul, simply transferring students' learning from one subject to another. And the fact is that we simply don't know how much of the gain in math stems from better instruction and how much from reallocation.

Formal evaluations provide limited evidence about the effects of the reforms on achievement gaps, but there is some indication that the reforms may have contributed to a narrowing of some of the gaps in elementary-school mathematics. A number of the studies that have made this claim used scores on accountability tests as their
outcome, which renders them useless for answering our question; they can't distinguish between greater real gains by low-scoring groups and more severe score inflation. However, a few avoided this failing. For example, the Dee and Jacob study that the NRC report emphasized, which used NAEP as an outcome, found greater effects on fourth-grade math scores for students eligible for free lunch (the usual proxy for poverty). They also found larger effects for black and Hispanic students in some cases, but this depended on the analytic method they used. ${ }^{6}$ Whatever the impact of the reforms on the achievement gaps that concern us, the trend data show that it wasn't sufficient to bring about a substantial narrowing.

## Putting the Pieces Together

The decisions we face would be simpler if the evidence were all on one side of the argument: big benefits of the reforms with minimal side effects, or major side effects with no benefit at all. As is often the case, this decision is not that simple.

But it's close.
It's no exaggeration to say that the costs of test-based accountability have been huge. Instruction has been corrupted on a broad scale. Large amounts of instructional time are now siphoned off into test-prep activities that at best waste time and at worst defraud students and their parents. Cheating has become widespread. The public has been deceived into thinking that achievement has dramatically improved and that achievement gaps have narrowed. Many students are subjected to severe stress, not only during testing but also for long periods leading up to it. Educators have been evaluated in misleading and in some cases utterly absurd ways. Careers have been disrupted and in some cases ended. Educators, including prominent administrators, have been indicted and even imprisoned.

The primary benefit we received in return for all of this was substantial gains in elementary-school math that don't persist until graduation. This is true despite the many variants of test-based accountability the reformers have tried, and there is nothing on the horizon now that suggests that the net effects will be better in the future.

On balance, then, the reforms have been a failure. If the net effects were small but the side effects were minor, one might make a case (although I wouldn't) to stay more or less on course but to tinker yet again with the details. However, the side effects have been massive. It would be hard to justify continuing with an approach that does so much damage while creating so little benefit.

The far harder decision is what strategies we should try instead. I'll turn next to some principles for designing more promising approaches and then to some specific suggestions.

## $\ulcorner 12 \sqsupset$

## NINE PRINCIPLES FOR DOING BETTER

I share the goals of many of the advocates of test-based accountability. They were convinced-by good, uncorrupted test-score data, such as NAEP and international assessments-that the performance of American students isn't as good as it should be and that we need to find ways to improve it. Some of them exaggerated the problem, but they were right in insisting that the American school system is not as strong as it could or should be. They were determined to address the glaring inequities in achievement affecting minority students, students with disabilities, students with limited proficiency in English, and students in poverty-problems also clearly shown by uncorrupted scores. This is a hugely important problem, and their efforts were long overdue. And they wanted schools to be evaluated on what they produce, which would have been an important step forward had they not carried it to such extremes and taken such a narrow view of what schools should produce.

You've seen that despite those good intentions, test-based accountability has failed. It was predestined to fail because it was based in good measure on a number of unrealistic assumptions. And it's not only hindsight that allows me to say this. Warning flags about some of these assumptions were hoisted decades ago.

In this chapter I'll lay out design principles for doing better; I'll turn to concrete suggestions for implementing these principles in the next chapter. To put these design principles into sharper relief,

I'll contrast a number of them to the assumptions that underlie test-based accountability. Advocates of test-based accountability may argue that I am oversimplifying their ideas. In some instances they would be right. One can find exceptions to what I describe, some of which are quite important, but those exceptions-and the details of the most sophisticated of the programs-shouldn't obscure the general thrust of the test-based accountability movement and the ways in which we need to change course.

## Pay Attention to Other Important Stuff

The first principle should be obvious by now: pay attention to the other important stuff.

In some ways, the most fundamental assumption undergirding test-based accountability was that student performance as measured by standardized tests was sufficient to measure the quality of schools-or at least close enough to warrant subjecting schools to severe sanctions. To be precise, this is really three assumptions rolled into one: that student achievement in a modest number of subjects covers enough of what we want from schools, that standardized tests are sufficient to measure that portion, and that one can conclude that differences in measured achievement map neatly onto differences in school quality. All three of these assumptions are unwarranted.

This is one instance in which I am oversimplifying. Efforts to use other indicators, such as measures of school climate or opportunity to learn, are now widespread. However, these were not the core of the reforms. Many of these efforts are relatively recent, and while they have serious consequences for the evaluation of teachers in some systems, they typically carry far less weight than test scores in assigning sanctions and rewards to schools. The bottom line is that it is scores, more than anything else, that drive what happens in schools. And at least in terms of federal policy, this overreliance on student's test scores isn't likely to change greatly in the near term. ESSA's much-publicized retreat from a test-score-only approach requires only a single additional measure of school quality, doesn't mandate any particular one, and requires that it be given much less
weight than test-based indicators (in high schools, in combination with graduation rates).

To give the reformers their due, their assumption that accountability could focus largely-or in many cases entirely-on measures of student performance was partly an overreaction to the also unreasonable view that was widely held beforehand: that schools and educators could be evaluated without any consideration at all of what students actually learned. Nonetheless, the reformers' assumption is simplistic, and it has done a good deal of damage.

I don't know whether many of the reformers explicitly discounted other important goals of education or other aspects of good education. Perhaps Arne Duncan's staffer, when he angrily demanded to know what I meant by "other important stuff," actually had some other important stuff in mind himself. He didn't say, and neither did anyone else in the room. Perhaps the problem was just a widespread myopia; perhaps so many people were saying test scores would do the trick that people were led not to think much about the other important stuff. Perhaps they believed that if scores improved, the rest of what is important would follow along. Or perhaps some actually did discount the importance of other goals. I suspect it was a mix of all of these, but we'll never know. For practical purposes, it doesn't matter. The other important things clearly didn't follow along. And even what scores purport to measurecertain aspects of learning in some domains-didn't really improve much either.

Even when the other important stuff-goals other than student learning in tested subjects-is left aside, overconfidence in standardized tests set the reformers up for failure. As you know, experts in measurement have been warning for well over half a century that standardized tests can only measure a portion of the domains they target, such as math. I noted earlier that there has been real progress in recent years in expanding the range of what can be assessed with standardized tests, but the envelope has been stretched much less than advocates would like, and we shouldn't let this progress distract us from the main issue: even the best tests still leave a great deal unmeasured. And there simply aren't good standardized
tests for most teachers. That the reformers ignored long-standing warnings about the limitations of tests in subjects such as mathwarnings, I remind you, not from the antitesting crowd but from people who earned their living selling tests-was bad enough. That they plowed ahead even when they had no appropriate tests whatever is truly hard to fathom. I was asked whether I would consider being an expert for the plaintiffs in the lawsuit contesting Florida's policy of evaluating teachers using the scores of other teachers' students. (I agreed but wasn't chosen.) I told one of the attorneys that it was hard to imagine being in the role of expert, which is to dispense arcane knowledge that others in the courtroom don't have, when any reasonably intelligent fourth-grader would recognize that Florida's policy is absurd.

And finally we have the big leap, inferring that variations in scores (or in value added, or some other measure based on scores) indicate differences in school quality. We have known for decades that much of the variability in student performance has nothing whatever to do with the quality of schools they attend. That's not to say that schools don't have a big impact on what students learn and therefore on test scores. Of course they do. But factors outside of school also have a very large effect. I used to joke that students in the schools my kids attended could be locked in the basement all day and would still do fine on tests. The schools were among the highest scoring in the state, and they served a neighborhood chock full of parents with advanced degrees-lawyers, doctors, biomedical scientists who worked down the road at the National Institutes of Health-who were determined to provide every advantage to their children. Quite apart from the home environment these parents provided, they worked hard to compensate for any weaknesses in school quality-for example, by hiring tutors or reteaching the material themselves. And as my son pointed out, what parents provided wasn't the whole story; peers were a big influence as well. Years later my son commented that he couldn't recall a single person who went to high school with him who didn't go on to a four-year college or university. Perhaps even more important, academic achievement conveyed status in his schools.

Here again, supporters of the reforms will say that I am overstating my case. Some states and districts have tried to account for a few student background characteristics in their accountability models. But these efforts are hardly universal, they are mostly quite limited, and they coexist with elements of the reforms that counter them-for example, NCLB's and ESSA's requirements that the same standards be used to evaluate all students other than those with severe cognitive disabilities. Some will also counter that value-added approaches strip out some of the effects of out-of-school factors, and indeed they do, but to a lesser degree than many believe.

To make schools better, we have to pay attention to the other important stuff. And not token attention. The important stuff, the things we most want to see in schools, needs to be front and center. An accountability system will work as intended only if we decide what we most want to see in schools and then design the system to encourage it. Or to be more precise, because all systems will encounter Campbell's Law to some degree: we need to focus on the other important stuff if we want the system to give us much of what we want with only modest undesirable side effects. When we can't figure out a way to encourage something important, we must at least not impose incentives that discourage it. Math log isn't going to happen in many classrooms if we give teachers strong incentives to allocate that time and effort to something else, as we have in recent years.

Specifying what we most value will be very tough work, and we will encounter frequent and sometimes vehement disagreements. However, we have to agree on more goals than we have in the past, some of which will be much more difficult to measure than students' learning. We can't make the mistake again of settling on just a few goals that are uncontroversial-who can argue with more learning in math and reading?-and pretending that the otherimportant stuff will come along of its own accord. It won't. And we should be able to agree on much more. We know that there are important subjects that the tests used for accountability don't cover. We don't want our kids to loathe school or be turned off by learning;
after all, their well-being will depend on a huge amount of learning they will need to do after leaving school. We want them to be able to work collaboratively when jobs require it. We want them to be able to adapt their knowledge and skills to meet the changing demands that will confront them throughout their lives. And we can agree on more than this.

## Monitor More than Student Achievement

The second principle, which is already widely acknowledged but not taken seriously enough in most quarters, is that monitoring schools effectively will require much more than measures of student achievement. By this I don't mean the approach in ESSA, which is to select one thing out of the array of available measures and add it to test scores. That's not enough to meet the first principle: measure what matters, and give these measures the importance they warrant. In particular, meeting this second principle will require evaluating teachers' practices as well as student performance. Unfortunately, this will sometimes be difficult, and how far we go in this direction will be limited by practical considerations, but we will have to go much farther than we have to date.

## Set Reasonable Targets

The third principle, which sounds obvious at first blush but is inherently difficult and will prove controversial, is that once we have measures in place, we have to set reasonable targets.

The advocates of test-based accountability seemed to believe that once tests were in place, any old target for improvement was fine. I don't mean that policy makers were indifferent to the harshness or leniency of performance standards. Anything but. Sometimes they would argue for more demanding standards, hoping that this would give teachers stronger incentives to improve. In other instances they did precisely the reverse, keeping targets modest because they wanted to avoid what they considered to be intolerably high failure rates in the short term. But in virtually no cases I have encountered were performance targets set on the basis of what teachers in various settings could realistically be expected to accomplish. Once policy makers had set performance standards,
they just assumed that teachers would find a way to reach them, regardless of how high the targets were or how quickly teachers had to reach them.

Instead, we need to set targets that the majority of educators can reach by legitimate means. If there is any single lesson to be taken from the dismal accounting in the previous chapters, it is that if you put enough pressure on people to meet goals that they can't reach by doing what you want, they will do what you don't want rather than fail. Some years ago I was on a panel that met with some congressional staffers to discuss one of the early efforts to reauthorize NCLB. One of the staffers had been an inner-city teacher before coming to work on the Hill. When the discussion turned to NCLB's incentives to engage in bad test prep, she interjected, in a truly plaintive tone, "What were we to do? I understood that what I was doing [bad test prep] wasn't what I should do. But how else could I achieve the score gains that were demanded of me?"

It may not be apparent why this seemingly obvious principle might be controversial. There are two reasons. Some will resist it because setting reasonable targets-avoiding the pretense that we can improve schools faster than we actually can-may be less useful politically than promising huge improvement. This is not the objection that should concern us.

A second objection should concern us a great deal and will prove difficult to address: the principle of reasonable targets will be seen as competing with the goal of greater equity. One reason policy makers set unrealistic uniform targets was their laudable goal of reducing inequities in education, such as the average gaps between rich and poor. There were two reasons their approach to this problem was naive. First, some of the causes of these gaps lie outside the control of educators. Second, most of the variation among students lies within groups, not between them. Even if we found good enough methods for addressing inequities in the education offered to disadvantaged students and mustered the political will to implement them, students would still vary greatly-even though that variation would no longer be associated with ethnicity, disability, and so on. We've seen some of the consequences of ignoring these facts: more reliance on bad test prep and more score inflation in
disadvantaged schools, and an illusion of improved equity when there was in reality little or even no progress.

Thus the third principle is actually more complicated: we have to set reasonable targets while still exerting pressure to lessen inequities in education. In my opinion, addressing this tension will be one of the most difficult challenges in designing a sensible replacement for our current system. Dealing with it adequately will require both knowledge about individual schools and human judgment. We have no reasonable alternative but to confront this challenge directly, however, as we have already seen the damage done by failing to do so.

## Stop Just Kicking the Dog Harder

Years ago, early in the era of test-based accountability, Linda Darling Hammond aptly referred to it as the "kick the dog harder model of education reform." The reformers' implicit assumption seemed to be that many teachers knew how to teach more effectively but were being withholding, and therefore confronting them with sanctions and rewards would be enough to get them to deliver. They downplayed the fact that some teachers simply don't have what they need to produce considerably higher achievementwhether it be the skills, good curriculum materials, an orderly and well-managed school environment, or other supports. Here again many supporters will cry foul, and they will have a point; I'm oversimplifying. If you look across the many test-based reform efforts, you will find quite a variety of efforts to provide teachers or students with some support to help them reach the targets. For example, some states and districts put in place remedial instruction outside of regular school hours. Some also provided teachers with instructional support. A good recent example is the "engageNY" website created by the New York State Education Department to help teachers learn to adapt to the Common Core Standards; the site contains curriculum materials that are widely accessed by teachers from around the nation. I don't mean to disparage these efforts in any way, but despite them, Darling-Hammond's characterization was spot on. The exceptions are scattered and limited efforts, not core, shared parts of the reforms, and a great many teachers have
been left in the lurch, hunting for something they could do to meet their targets.

The fourth principle is then simple: stop just kicking the dog harder. Accountability for performance, by itself, won't succeed in many schools. If we are going to make real headway, we are going to have to confront the simple fact that many teachers will need substantial supports if they are going to markedly improve the performance of their students. The need for support is increasingly widely recognized, and there have been diverse efforts to provide it. However, the needed supports are likely to be both more varied and more expensive than we have so far acknowledged.

## Don't Expect Schools to Do It All

The fifth principle is closely related to the fourth: don't expect schools to do it all. Even if we provide needed supports, pushing teachers to work harder or more effectively during regular instructional time won't suffice to make the improvements we want-in particular, sizable improvements in equity. This may be one of the instances in which the reformers are owed the most credit; the need for interventions outside of regular schooling, such as quality preschools, is increasingly widely recognized. However, there is a long path from recognizing the need for additional programs to implementing them adequately. And the range of services needed is broad. One can't expect students' performance in school to be unaffected by inadequate nutrition, insufficient health care, home environments that have prepared them poorly for school, or violence on the way to school. This also takes us back to the problem of setting realistic targets. How much and how quickly one can reasonably expect performance in school to improve-and therefore, how demanding one can make targets for teachers without pushing them to do what we don't want them to do-will depend in part on what is being done outside of schools.

## Pay Attention to Context

Many of the reformers who pushed test-based accountability believed that schools can be evaluated without anyone ever actually looking at them. For the most part, the reforms have been built with
indicators that the reformers assumed-erroneously-can be interpreted accurately by someone sitting at a desk somewhere else, often hundreds of miles away. And they assumed that these indicators can be interpreted correctly with meager or even no consideration of the context in which they are produced.

The sixth principle for doing better is therefore to pay attention to context. To intervene effectively, we need to know more than how the students in a school perform; we need to know something about why. This is true of both schools that do poorly and those that do well. Some schools perform poorly because of staff who are so weak that they should be replaced. Others perform poorly because their teachers need additional training. Some have teachers who need incentives to aim higher-who do need us to kick the dog harder. Yet others perform poorly for reasons unrelated to the quality of teaching - perhaps a high rate of student transience, a high rate of absenteeism, students with unstable or otherwise problematic home situations, and so on. These all call for different interventions. Years ago I was on a committee that the commissioner of education in New York at the time, Rick Mills, created to advise him on how to deal with alternative high schools that were requesting a waiver from state testing requirements. One of the high schools served a large number of students who had immigrated to the United States as adolescents. These students had not yet had much time to learn English, and adolescents tend to learn a new language more slowly than younger students do. These students simply didn't have the mastery of English needed to do well on the state's end-of-course high-stakes tests. It would make no sense to respond to low scores in that school in the same way one would respond to a school in which teachers are using weak curricula or ineffective teaching methods.

And this is no less true of high-performing schools. It's just as risky to assume that schools with high-scoring students deserve all the credit for their student performance as to give schools with low-scoring students all the blame. Context-in this case, all of the other advantages that students in many high-scoring schools have-can hide all manner of problems in instruction. In the mid-
dle school my kids attended, which I have mentioned was one of the highest-performing in the state, one of the English teachers rou-tinely-and I really do mean routinely-introduced grammatical errors into her students' writing when she "corrected" it. Parents actually noticed her errors and commented on them on back-toschool day. The kids performed fine anyway. (My wife took on that reteaching assignment; each time, she explained the errors and appropriate alternatives.)

## Accept the Need for Human Judgment

An additional assumption that underlies test-based accountability is that one can evaluate schools adequately without human (and in particular, professional) judgment. This is more than a doubtful assumption; it is something of a motivating principle of test-based accountability. Many of the reformers simply don't trust educators to evaluate schools, and they designed their reforms to run, not walk, in the other direction. Their distrust isn't baseless by any means. The reformers were confronting a system in which almost all teachers, regardless of their competence or behavior, were rated as acceptable year after year. In many systems it has been extraordinarily difficult to remove an ineffective teacher, and the personal costs to an administrator who tries can be huge. Annual ratings are just the tip of the iceberg; many administrators are reluctant even to intervene to address concrete and known problems. (When I explained problems in my kids' classrooms to administrators, the response I received most often-so often that I began to wonder whether administrators in that district were trained to give it-was "I'm sure that what you saw wasn't typical." I was told this once after observing the exact same problem in all six math lessons I had observed.) And as I noted earlier, some economists have noted that subjective evaluations are particularly problematic in a civil service system, such as public schools-although I should add that I never heard any policy makers voice this last concern.

So it's not entirely surprising that many of the reformers were reluctant to rely on professional judgment, and I share many of their concerns about it, but they haven't found an adequate substitute.

Their abhorrence of professional judgment has led some reformers to opt for standardized measures of all manner of things, even when there is good reason not to. For example, "grit"-essentially perseverance, although some insist there is a difference-has become a buzzword in education, and perhaps it should be: many children do need help learning to persevere in the face of difficulty, failure, or boredom, and school can help teach them this. The response adopted by many schools, including several districts in California, has been to administer standardized measures of attributes such as self-control and conscientiousness to elementary-school students. Once again, policy makers are using student performance as a proxy measure for school quality, and once again, they are relying on a standardized measure rather than judgment. The problem: the measures are no good for this purpose. Angela Duckworth, the psychologist most responsible for putting the notion of grit up in lights-and whose work on grit and self-control won her a MacArthur "genius" award-was quoted in the New York Times as saying, "It is a bad idea, ... All measures [of these attributes] suck, and they all suck in their own way." ${ }^{1}$ One of the many ways they are inadequate is that they can be faked. Marty West, a colleague of mine at Harvard, had this to say in the same article: "You think test scores are easy to game? They're relatively hard to game when you compare them to a self-report survey." And even if students don't deliberately fake their answers to make their schools look good, Duckworth pointed out that using the measures for accountability creates an incentive for "superficial parroting" of the socially desirable answers.

However well motivated this avoidance of human (or at least adult) judgment may be, it won't work. And as I will explain in the next chapter, our avoidance of professional judgment stands in stark contrast to the approaches taken in some high-achieving countries, such as Singapore and the Netherlands.

The seventh and perhaps most controversial of the principles, then, is that we need to accept the need for human judgment in evaluating schools. This is in some ways unfortunate, given the difficult problems inherent in relying on judgment, but there really
is no practical alternative. We will need to find better ways to use judgment, not avoid it.

## Create Counterbalancing Incentives

Suppose one decides to pay workers who replace car windshields on a piecework basis. There are good reasons to do this; it gives the workers an incentive not to slack off, and it may attract harderworking applicants. The drawback, however, is obvious: it also gives the workers an incentive to do sloppy work, if doing so speeds them up. That was of course one of the main flaws of the Soviet economic model. One way to deal with this perverse incentive is also obvious: have someone else inspect the installations for quality. This works, of course, only if the inspector has an incentive to fail poorly done installations, even if it reduces the shop's output. The inspector's incentives have to offset the perverse effects of the installers.' If the inspector's pay, like the workers', is based on the number of installations, you might as well skip the inspection stage and save the money.

One of the reasons that test-based accountability has failed so badly is that the advocates who designed it seemed not to perceive the need for any serious counterbalancing incentives. On the contrary, the system gave everyone in the system the exact same incentives: to raise scores and not to worry about how. It has been in no one's self-interest to avoid bad test prep, and it is no accident that in many instances, districts and states have actually provided teachers with materials to facilitate bad test prep. And it is similarly no accident that some of the big cheating scandals haven't started at the initiative of a few unscrupulous teachers (although that has happened as well); they have been instances of systemic corruption in which superintendents have pushed principals to cheat, and principals have done the same to their teachers.

Despite the pressures they face, a great many of educators have resisted the temptation to behave badly in response to the incentives they have been given, but the experience of recent years shows that it is foolish to count on this. To minimize Campbell's Law and maximize real improvements in schooling, we need to create
countervailing incentives. If teachers have an incentive to cut corners by using bad test prep, someone else in the system should have an incentive to curtail it. If principals have an incentive to eliminate recess to squeeze out a little more time for test prep, someone should have an incentive to put a stop to this.

This is one more way-setting reasonable targets is another-we have to design the system to anticipate Campbell's Law.

## Monitor, Evaluate, and Revise

A final assumption of the advocates of test-based accountability was that their reforms wouldn't be subject to Campbell's Law and that we could dispense with evaluating them carefully before imposing them on millions of students and teachers. Many of the reformers would bridle at this and reply that of course they evaluated their programs. They might argue that evaluation was the core of their reforms; they focused on test scores, which made their reforms self-evaluating: scores would do double duty, serving both as an incentive to teachers and as an indicator of improvement. But scores didn't provide an honest evaluation of the programs, of course, because of score inflation.

Why didn't the reformers recognize the failure of scores to provide trustworthy information about their programs? We can't entirely know, but from my experience, I believe it was mix of several things. Some people simply didn't know about Campbell's Law, either in general or in the specific forms it takes with testing. Many clung to the fallacious assumption that if tests are designed to include only good stuff, inflation won't be a problem. This is nonsense, but it has proven to be a very hard misconception to dislodge, and many people still believe it. And some-l've experienced this firsthand many times-willfully ignored evidence of Campbell's Law even when confronted with it. Perhaps a decade ago, I was asked to participate in a meeting hosted by the Boston Globe to offer advice about how its journalists and editors might present test scores in their articles. During the discussion, someone else raised the problem of score inflation and pointed out that it has major implications for their reporting. I responded by noting briefly a few of the key findings of research. A very prominent education reformer-I'll
leave him unnamed-gave me what I took to be a condescending look and replied, "That's just a matter of opinion."

But the failure to evaluate the reforms also reflects a peculiararrogance, a notion that reformers are smart enough to design their programs without major flaws-despite the fact that each iteration is based on a recognition of the shortcomings of the previous one they designed. One anecdote sums this up well. Years ago I attended a meeting at which a group was hashing out the early forms of the "college and career readiness" notion of school reform that has since morphed into the Common Core. With three exceptionsanother researcher, a tech entrepreneur, and me-everyone in the meeting was from the world of education policy and reform. At one point one of the reformers stood next to a whiteboard and sketched out an elaborate system of pathways, sanctions, and the like. After he had gone on for quite some time, the entrepreneur interrupted him and asked, "Do you have some basis for all of that, or are you just making it up?" The room was quiet for a moment, and then the policy maker conceded that he was making it up. The conversation then resumed as if the interruption hadn't happened.

There is nothing wrong with making it up, of course. Good ideas have to start somewhere. What was wrong is that no one recognized the corollary: if he was making it up, he didn't know how well or poorly it would work. That leaves us with the obligationparticularly given that kids are affected, an ethical obligation-to test those ideas before imposing them wholesale on teachers and students.

This brings me to the final principle: because Campbell's Law always shows itself-and because we will always be designing interventions with less hard information than we ideally would havewe need to be on the lookout for problems. We need to evaluate what we do, and we need to do it on a far greater scale than we have to date. This will be costly both politically and financially, but we simply have to do it, for both ethical and practical reasons. A number of times I have referred to an evaluation of the innovative Kentucky accountability system that was put into place in the 1990s. Here I would like to give credit to the person who was in many ways most responsible, because his actions serve as a model for what we
need to do in the future. At the time, the deputy commissioner in Kentucky, Ed Reidy, was my primary contact in the Kentucky Department of Education for the evaluation I was running, which was only one of many that the department allowed. I had a frank conversation with Ed about the risks my study and others posed for the department's policies. His response was simple: his job was to serve students, and he had an ethical obligation to learn whether the department's policies were helping students and to change course if big problems became apparent. I can point to a number of other policy makers who have taken similarly principled stands, but unfortunately this hasn't been our typical way of proceeding. It needs to be.

## $\ulcorner 13 \beth$

## DOING BETTER

When I have attended meetings at which policy makers were designing test-based accountability systems for schools and teachers, most participants quickly got down into the weeds and fretted about details. How many items should be on part A of the math test? If we are going to use a proficiency index that awards each school some number of points for each student, how many points should a school get for students at each one of our performance standards? When we implement our arbitrarily chosen standardsetting method, how should we structure the proceedings?

The big questions occasionally came up, but they rarely became the center of discussion. The assumptions I laid out in the previous chapter may deserve some of the blame. But to be fair, the participants in these meetings didn't have a lot of wiggle room. For example, NCLB didn't ask states to debate whether it made sense to hold almost all students to the same performance standard; it mandated that they do so. So in these meetings people spent time worrying about the smaller things over which they were allowed control.

This won't do. I'm not saying that the details about which people have worried are not important. They often are. For example, as you have seen, decisions about how to set standards can have a tremendous impact. And even technical decisions that might seem too arcane to matter can have a practical impact. They warrant careful attention, but they pale in comparison to the fundamental issues, and it doesn't make sense to focus on details before we
answer the big questions: how we might put into practice the principles I sketched in the previous chapter.

## $\circ \circ 0$

Early in my career, I was an analyst in one of the policy-analysis units of the Congressional Budget Office, an organization that prides itself on even-handed and thorough analysis. The T-shirts for our softball team showed two fists, one with the thumb pointing up and the other with the thumb pointing down. Around it was our motto: "CBO: on the one hand, on the other." It was an ironic reference to a comment by Ed Muskie, then a senator from Maine, who once complained that he was so tired of hearing "on the other hand" that he wanted to find one-armed social scientists to testify at hearings. This frustration was nothing new; a story has it that decades earlier, President Truman was so frustrated by the evenhandedness of Edwin Nourse, the first chair of the Council of Economic Advisors, that he said he wanted to find a one-handed economist. ${ }^{1}$ The message of our T-shirt was this: we know it's annoying to hear the caveats, but they are a necessary part of the package, an essential component of the honest answers that are our stock in trade.

I've several times excoriated some of the reformers for assuming that whatever they dreamed up would work well, without turning to actual evidence. I won't repeat that blunder, and unfortunately, avoiding it requires that I use both arms to write this chapter. One reason is that there are big gaps in what we know, but there is another reason as well: tradeoffs. Many of the decisions we face will entail substantial, sometimes truly painful, tradeoffs. To do better in meeting one important goal will often entail giving up something significant with respect to another. Sometimes we can find ways to lessen these tradeoffs, but they can't be eliminated. Even if we come to agreement on a general approach, we may disagree on specifics because we assign different priorities to the many goals of education reform. Even if we had perfect knowledge about how the system would work, there would be no single optimal solution.

This leaves ample room for debate about how to move forward, but it doesn't justify standing pat and continuing with what we have been doing. The failures of recent policies have been too se-
vere. However, these uncertainties make it all the more important that we carefully monitor the effects of whatever we do and be prepared to admit the need for midcourse corrections.

## How Is It Done Elsewhere? Systems Very Unlike Ours

It's with some apprehension that I will very briefly sketch how monitoring and accountability are carried out in a few other countries. The reason I am hesitant is that international comparisons of this sort are routinely misunderstood and misrepresented, and I don't want to lure you into making that mistake. Often a commentator will pick a country that does well on an international test, usually PISA or TIMSS, then choose some aspect of that country's education system that appeals to that particular observer, and pronounce it to be one of the causes. In fact, they are just speculating. That's not to say that they are wrong; they may not be. But they rarely have enough evidence to back up their claims. The major international comparative assessments, such as PISA and TIMSS, are designed to provide descriptions of performance and of educational systems. They aren't designed to provide solid evidence about causes of differences among countries, and for the most part they don't. And it is almost certainly the case that things not measured in these studies-including factors completely unrelated to education policy, such as the esteem societies confer on teaching-contribute substantially to performance differences among countries.

Nonetheless, these international comparisons can be helpful in two ways. First, they open our eyes to the wide variety of options for running school systems. The countries I will describeFinland, the Netherlands, and Singapore-all produce levels of student learning that by some measures exceed ours by quite a margin, but none of the three has an educational accountability system remotely like ours. That should help put to rest the common assertion that we need to continue with what we have been doing because our schools aren't producing enough student learning. Second, these comparisons are an excellent source of ideas and hypotheses. Can we say with any certainty how much the Dutch system of school inspections has contributed to the strong average
achievement of Dutch students? Unfortunately, no. Can we say that the Dutch inspectorate, if transplanted to the United States, would have the same impact in Chicago that it has in Amsterdam? Again, no. However, it does provide a model well worth trying-and evaluating carefully-in the American context.

Let's start with Finland, which in recent years has been a darling of the education policy community in the United States. Finland is an appealing example for many because it scores near the top in the PISA international comparisons of math but has a system that looks nothing like the high-pressure systems of many of the East Asian countries that dominate these comparisons. To start, Finland has no high-stakes testing at all other than matriculation exams at the end of high school. Evaluation of education is largely left to the professional judgment of local educators. Equality of educational opportunity is a primary goal, and there are virtually no private schools. Teaching is a highly regarded and well-paid occupation, and teacher training institutes turn away a substantial share of their applicants. At one time or another, observers have pointed to most of these as putative causes of the strong performance of Finnish students. ${ }^{2}$

Although Finland is the European country most discussed in the United States, the performance of Dutch students on the PISA assessment is quite similar. The Dutch system, however, is fundamentally different from the Finnish and gives us other options to consider.

The Dutch educational system is exceptionally decentralized, even more so than the US system. For a century the Dutch constitution has given any citizen the right to establish, design, and manage a school. The national government establishes both learning goals and mandatory procedures for evaluation, but schools are governed by boards that are independent of the national government and increasingly independent of local governments as well. Parents have free choice among schools. Public and private schools both receive public funding, which follows the student. To a substantial degree, schools are free to choose among meth-ods-including tests-to monitor their students and their own performance.

The Dutch system uses a complex mix of centralized and decentralized approaches for monitoring both student achievement and the quality of schools. Moreover, laws passed over the past several years are instigating substantial changes to several aspects of the system. Simply to describe all of the elements of this system would require far more space than I have here. Instead I'll describe a few key elements. ${ }^{3}$

Unlike Finland, the Netherlands has a long-standing tradition of assessing student achievement with standardized tests. The Dutch system is segmented, with several different types of schools at every stage after primary, and end-of-sector tests contribute to the decision about where students should be placed in the next stage. However, teachers' judgments are considered along with performance on the tests in making these decisions. Tests are also-and increasingly-used both to monitor students' growth over time and to describe school performance. Schools have choice in selecting tests other than the high-school leaving exams, but for purposes of monitoring the learning of younger students, almost all chose an assessment system produced by Cito, a testing firm, which provides reports to parents several times a year. Scores are made available to the public along with a great deal of additional information, both in publicized data sources and in the reports of inspectors, to which I will return in a moment.

External monitoring by means of tests is complemented by locally determined monitoring and evaluation. Schools are required to establish their own goals and specify measures for monitoring their progress toward them. These goals typically include but go beyond scores on externally supplied tests. This local accountability is not token. The Dutch system has a tradition of bottom-up rather than top-down reform, and local accountability, including the local choice of measures, is consistent with this.

For my purposes-thinking about alternatives to our failed testbased accountability - a critical question about the Dutch system is how schools that operate in such a decentralized system and have so much freedom to set goals and monitor performance are held accountable. There are at least two powerful accountability levers embedded in the Dutch system: inspections and market pressure.

Inspections in the Netherlands are carried out by a national agency, the Inspectorate of Education. Inspectors consider test scores, but a great deal of their focus is on elements of practice and classroom climate. The inspectors have fifteen indicators for evaluating lessons they observe, including "teacher explains things clearly," "pupils are involved in education activities," "teacher gives pupils feedback on learning...," and "teacher adapts instruction to differences in development between pupils. ${ }^{" 4}$ In recent years the inspectorate has moved to target inspections particularly on schools that appear to be performing poorly.

The second source of accountability is the market pressure created by parental choice of schools. Parents have a wealth of infor-mation-not just scores but inspection reports and detailed descriptive information about schools-to help them make their decisions.

For present purposes, several attributes of the Dutch system stand out. To start, the system is based on the principle that bottom-up innovation is as at least as important as top-down reform. Students in the Netherlands are tested more than those in many countries, and test scores matter for monitoring both students and schools. However, in evaluating both students and schools, the Dutch follow E. F. Lindquist's advice: scores on externally designed standardized tests are never used alone. The Dutch also avoid using a fixed cut score on a single test to evaluate either students or schools.

The point at which tests are most important for students is at the end of secondary school, when the Dutch system, like the Finnish and many other European systems, requires high-school leaving exams. However, in each subject, the leaving exam includes school-based assessments as well as a centrally designed standardized test. The system does impose a single cut score to determine whether a student has earned a diploma, but this cut is applied to the set of exams, both school-based and centrally designed, so strong performance on one of the assessments can compensate for weaker performance on another.

In sum, scores on standardized tests enter into the evaluation of Dutch schools, but they play a much more modest and nuanced role in the Netherlands than in the United States. They are pre-
sented to the public with a great deal of other information, and they are used by the central authority-the inspectorate-only in conjunction with other measures of school quality. The system relies heavily on local evaluations of quality, not just centrally imposed standardized tests. The system focuses heavily on measures of practice, not just outcomes. And it relies very heavily on professional judgment-both that of school personnel and that of external inspectors. Finally, by imposing inspections, the Dutch system avoids one of the most central failures of our system: it imposes countervailing incentives. Inspectors have no incentive to give high marks to a school that produces high scores by engaging in bad practices.

Finally, let's look at Singapore. Developed East Asian countries largely dominate international comparisons in mathematics, and Singapore often ranks at or near the top. For example, in the 2012 PISA assessment Singapore was the highest-scoring country in mathematics, followed by Hong Kong, Taiwan, and Korea. ${ }^{5}$ This high level of achievement is all the more noteworthy because at the time of independence in 1965, a substantial share of Singapore's population was illiterate.

Singapore's education system stands in marked contrast to that of the Netherlands: it is highly centralized, and the national Ministry of Education maintains control over many aspects of the system. The ministry's goals have shifted over time, initially focusing on the mass education needed for economic survival and then turning more toward educational attainment-how far students progress in school-and the higher skills needed for a knowledge-based economy. ${ }^{6}$ Most recently, in 2011, the ministry began a shift toward a more student-centered, holistic, and flexible education, with a focus on "character and values" as well as academic achievement. ${ }^{7}$

The evolution of Singapore's education policy-and in particular, the adoption of student-centered, holistic education as a central goal a few years ago-is important for this discussion for two reasons. First, the view of the ministry-which I share-is that a shift to more holistic goals for education requires that the importance of tests be reduced. Second, this new goal is consistent with
the rich, judgment-based evaluation of teachers conducted routinely by the ministry.

First, the tests. All students in Singapore are given standardized tests, but they encounter truly high-stakes tests far less often than American students, at only a few points in their careers: at the end of primary school and after four years of secondary school. Students attempting to enter tertiary education also must take a set of matriculation exams called the "A levels," modeled after the similarly named exams in the United Kingdom.

Despite the low frequency of high-stakes testing, performance on tests is extremely important to students, parents, and educators in Singapore because scores govern students' placements and progression through the educational system. As in some other East Asian countries, many students in Singapore devote considerable time to study in private test preparation schools, known in Singapore as "tuition." In the eyes of many educators, parents, and other observers, the pressure to score well on tests and the resulting cramming have gotten out of control. For example, under the headline "Tuition Has Become an Educational Arms Race," a 2016 article in the Singapore Times reported that seven of every ten parents of children from preschool though secondary school send their children to private cramming schools; it concluded, "Parents know it doesn't improve their children's grades but they send them for tuition anyway because other children have it." (I felt much the same when my kids were at the age at which most students from upper-middle-class families spend time and money on test prep for college-admissions tests.)

While both Singapore's system and ours are highly test driven, they are test driven in very different ways. To oversimplify only a bit, in the US system-if you leave aside college-admissions test-ing-the pressure to score well is top down: federal and state policy makers impose pressure on educators to raise scores. Although some high-stakes tests-in particular high-school exit tests-have direct consequences for students, most don't, and educators are left to find ways to pressure students to do well on them. Parents are largely bypassed in this system, and while many worry about the scores their children receive, they aren't for the most part the
source of the pressure felt by educators. In fact, in recent years, parents in some locations have fought to reduce the pressures created by testing. The most striking example is what is now called the "opt-out" movement: the growing number of parents who simply refuse to let their children take their school's high-stakes tests. In contrast, in Singapore, as in some other Asian countries, testing is high stakes because of the importance of scores for selecting students for later schooling, and parents, wanting to keep doors open for their children, end up being a primary source of the pressure felt by both educators and their children.

Policy makers in Singapore are working to lessen the importance of testing, but it remains to be seen how successful they will be. For example, under a new policy, performance on each of the Primary School Learning Examination (PSLE) subject-area tests will be reported only in terms of eight broad bands that include anywhere from five to ten scale scores. ${ }^{9}$ This will force more consideration of other factors by those selecting students for secondary schools, because many applicants will be tied in terms of their scores on the PSLE. This approach shares some of the disadvantages of our reporting in terms of performance standards, and some Singaporean parents are already expressing concerns about it, but it nonetheless shows the seriousness of the ministry's efforts to reduce overreliance on scores. ${ }^{10}$ This push to reduce the emphasis on test scores is a major part of the recent focus on holistic education. This was made explicit in a 2016 speech by Ng Chee Meng, the acting minister of education (schools), who argued that the nation needs "a paradigm shift away from an over-emphasis on academics to better prepare our children and our people for the future." He noted that they need to learn "broader competencies to navigate the demands of life and work" and that "the education that we gift our children should be holistic. Every child should be provided with opportunities to discover and develop his or her strengths and interests, in multiple domains."11

This doesn't sound much like making kids memorize that on a particular test the symbol $b$ is usually (and arbitrarily) used to represent the intercept, or like depriving them of other subjects to maximize the time available to cram for math and reading tests.

The contrast between Singapore and the United States comes into even clearer focus when one compares approaches to evaluating teaching. Singapore has an elaborate, labor-intensive program for evaluating and improving teaching called the Enhanced Performance Management System (EPMS). Despite the importance of testing in Singapore, the EPMS makes no explicit use of test scores, although Singaporean educators have told me that within some schools, administrators do use them anyway in evaluating teachers. The EPMS embodies three of the principles I enumerated in the previous chapter: evaluating a wide range of outcomes, relying on professional judgment, and providing high levels of support. The evaluation is remarkably broad and includes many aspects of learning, many facets of teaching practice ("nurturing the whole child," "cultivating knowledge," "teaching creatively," and more), as well as working well with both peers and parents.

It's telling that although EPMS ratings matter-teachers repeatedly rated as ineffective leave the profession-the EPMS is seen first and foremost as a system for facilitating the development of better teachers, and the ministry does not use the word evaluation or accountability in describing it. The EPMS evaluations are coupled with intensive support; for example, new teachers are given a reduced teaching load to allow them to observe more experienced peers and are assigned a senior mentor. Teachers are observed by their supervisors at least twice a year, sometimes more often, and the observations are followed with a discussion of both strengths and areas for improvement. In addition, school leaders observe teachers other than those whom they directly supervise.

The teaching profession in Singapore is also highly selective. Only very strong students are allowed to train for it.

## $\bigcirc \bigcirc \bigcirc$

What are we to make of this? Again I want to stress that we can't be certain what impact each of the elements of the Finnish, Dutch, and Singaporean systems has on the performance of their students, and without trying them here, we can't know how well they would transfer to the very different context in some US schools.

To be concrete, let's turn back to Finland. Until the advent of test-based accountability, most systems in the United States shared two of the characteristics of the Finnish system: a lack of high-stakes testing and reliance on local professional judgment. The reformers who brought us test-based reform argued that this system failed in the United States, and to some extent they were right: it's clear that in many schools, particularly many of those serving disadvantaged students, the system didn't work well. Clearly, just returning to those policies in and of itself won't get us where we want to go. Nonetheless, Finland is a very clear reminder that a system that relies on professional judgment rather than highstakes testing can work well. We ought to be hunting in the Finnish example for the other factors that might have (I stress, might have) contributed in some measure to the greater success of this approach in the Finnish context. The selectivity, high pay, respect, and professional responsibility of the teaching profession are plausible candidates.

Despite these uncertainties, the systems in Finland, the Netherlands, and Singapore provide a rich array of alternatives to the failed American policies of recent years, and together they suggest approaches worth trying.

## Options for Doing Better

In making specific suggestions below, I will frequently refer to "accountability." I don't mean by this a system-like our current onein which each school and often each teacher has one or more numerical targets and reaps punishments or rewards on that basis. Rather, I am using the term in the more general sense of monitoring how well teachers and schools perform and using a variety of methods to induce-and enable-poor performers to do better. As a look at other education systems makes clear, that pressure can take many different forms, including feedback from superiors or other evaluators.

A few themes underlie many of the specifics I will propose. The first is breadth. One of the clearest messages from the research on Campbell's Law is that seriously incomplete measures generate
severe distortions. Education is far too complex to permit a truly exhaustive system of measurement, but we need to make the system far broader than it has been in recent years. The second is tradeoffs. There is no panacea, and there are no options open to us that are free of substantial drawbacks. We need to confront these tradeoffs frankly. Our goal should be a system that-taken as a whole-has far smaller drawbacks than the failed system students and teachers have endured for years. The third theme is balance. Our current system is tremendously out of balance; the drive to raise scores outweighs everything else, in most places hugely. Even more important than the imbalance in what we measure is the imbalance in incentives. As I explained earlier, we have imposed on education a system that is devoid of counterbalancing incentives. In the Soviet Union this produced shoes no one wanted to buy; in the United States it produced the Atlanta cheating scandal. We need a system that has more balance in both what we measure and the incentives we create. This will necessarily be much broader than our current system, but it will also entail some truly difficult tradeoffs, and it will require venturing into partly uncharted waters.

1. We must measure what matters. The starting point has to be deciding what matters most. There is room to argue about this, and the list could become quite long, but I'll start with what I'll call the Big Three: student achievement, educators' practices, and classroom climate.

There isn't much controversy these days about the Big Three. Even within the constraints of test-based accountability, many states and districts are trying out ways of measuring both practice and classroom climate. There is, however, argument about how to measure the Big Three and about how much weight each should be given. In most districts, test scores still swamp everything else. Indeed, ESSA requires that test scores swamp everything else.

Let's start with student achievement. Perhaps surprisingly, I'll begin by saying that standardized tests should be a part of any system of monitoring and accountability. Many critics of our current system blame standardized tests, but for all the damage that testbased accountability has caused, the problem has not been testing itself but rather the rampant misuses of testing.

Why use standardized tests when we have so many other ways of measuring student achievement? The strongest argument for using tests in a system of monitoring is precisely the fact that they are standardized: ideally, students everywhere confront the same tasks, administered and scored the same way. This stands in stark contrast, for example, to high school grades, which vary in rigor from one school to another and even from one classroom to another. Standardized test scores mean-or ideally they can meanthe same thing regardless of where students attend school, and that in turn allows us to answer critically important questions, such as whether the achievement gaps between minority and nonminority students have really narrowed in recent years.

The rub, of course, is the caveat "ideally they can." You've seen that the pressure of accountability has undercut precisely this advantage of standardized tests. Even leaving aside cheating, some schools engage in far more bad test prep than others, often causing comparisons based on scores to be completely misleading. For example, as you have seen, in some places standardized tests have created an illusion that the achievement gap between disadvantaged and advantaged students has narrowed far more than it actually did. That's because of high stakes, not flaws in the tests.

So I should be more precise: we ought to start with standardized tests if and only if we take steps to dramatically reduce bad test prep and inflated scores. I'll come back to several steps we need to take in order to accomplish this. I am writing this with some trepidation, not because of concerns about tests but because I worry that policy makers won't resist the temptation to misuse them yet again or that they will fail to do enough to curtail fraudulent gains.

There is one additional caveat that you should anticipate by now: standardized tests won't suffice, even in the subjects for which they are well suited.

Some years ago I participated in a panel on testing hosted by a consortium of school districts in the Boston area. A high-school senior posed the most important question of the day. He attended Brookline High School, one of the region's high-performing (and advantaged) high schools, and he was clearly a very strong student; he was at the time trying to choose among three Ivy League
universities that had accepted him. He said that one of the most valuable experiences he had in high school was a series of real experiments in science. Most "experiments" in science classes aren't actually experiments at all; they are just preplanned activities designed to demonstrate some fact or principle that the teacher and often the students know in advance. His experiments were the real deal: they entailed designing experiments, generating data, and analyzing them to investigate questions to which he didn't know the answer. This was truly excellent instruction in science of a sort that I, and I suspect most people in the room, believed ought to be made available to all students. His question for us was how the state test should be modified to capture that sort of learning.

My answer was that he was looking at the wrong tool. Yes, we can capture bits and pieces of that experience with standardized tests. For example, we can use them to evaluate whether he knows basic principles of scientific inquiry. However, that would not be enough to capture the quality of his work or what he learned from it. Moreover, adding a question or two on the principles of scientific inquiry to the state test wouldn't provide an incentive for his teachers to devote the time and energy to mentoring him as he did his experiments. It would be a lot easier and much faster for them to devote just a class or two to teaching the principles. That would leave more time for prepping students for the rest of the test. And by the same token, it wouldn't have given the student an incentive to devote the time and work to what he found to be his most valuable educational experience.

What's the solution? Precisely what the designers of standardized tests have been telling us to do for more than half a century, and what the Finnish, Dutch, and Singaporean systems do routinely: use local measures of student achievement-that is, measures not imposed from afar. These local measures include both the quality of students' work and their performance on tests designed by educators in their schools, both of which go into the grades that teachers assign. In addition to providing a far more complete view of students' learning, using these local measures-along with standardized tests when we have good ones-would give teachers
more of an incentive to focus on the quality of assignments and schoolwork rather than just preparing students for a single end-of-year test.

Advocates of test-based reform might object that teachers still do use these local measures under the current regime. Of course they do. But these measures don't count. Good science experiments aren't what produces rewards or protection from the sanctions imposed under test-based accountability. The system treats them like math $\log$-as something that won't be recognized or credited, regardless of whether it is good instruction.

But how can we trust that educators will demand enough of their students and apply sufficiently rigorous standards in evaluating their work? And how can we compare these local measures from one school to another? These are much more substantial objections. The unspoken premise of test-based reform is that we can't trust educators to impose appropriate and consistent standards. And in fact we can't simply send the Brookline student's grade of A on a science experiment to the state department of education, trusting that it means something similar to an A on a science assignment from one of the 237 other school districts in Massachusetts.

This is the first and one of the most difficult tradeoffs we face: to measure learning well and to give teachers better incentives, we will have to use measures that have other serious drawbacks-in particular, potential inconsistency from classroom to classroom and school to school.

There are ways to lessen this problem, but they are burdensome and not entirely satisfactory. One approach is to rely on professional judgment-that is, to have both assignments and grading standards a part of what observers evaluate. A second, common in some British Commonwealth countries, goes by the term moderation but might better be called benchmarking. In one form of benchmarking, teachers evaluate a sample of assignments and grades assigned in other schools to evaluate how comparable the assignments are and how consistent the grading is from teacher to teacher. When good standardized tests are available and are not corrupted by accountability pressure, scores can be used in benchmarking: if a
teacher's or a school's grades are consistently higher than test scores suggest, that is reason to examine the work students are assigned and the standards used in grading it. These approaches can lessen inconsistencies in grading, but they won't eliminate them entirely.

But even using a broad and more burdensome set of measures ofstudent learning doesn't get us where we need to go. I'll illustrate one reason by describing another math class session, this from the highest-track seventh-grade math class in one of the highest-achieving middle schools in Maryland, in the same district in which Norka Padilla taught. I'll do the teacher the favor of leaving her anonymous. Let's call her Ms. X.

On the day in question, the lesson was about arithmetic operations with mixed-sign numbers-for example, dividing a positive number by a negative one. This is not easy material to teach; it can be difficult to help students develop the intuition needed to understand why the procedures work. The class was structured around homework problems Ms. X had given the class the day before. She would call on a student and ask for the answer to a problem. If the student gave a wrong answer, she would call on the student directly behind the first. If that student also got it wrong, she would ask the class, "What is the rule?" Often hesitantly, someone would take a shot at it, often starting with something like "You take the number with the smaller absolute value..."

I was dismayed. I had been performing those arithmetic operations without any difficulty since I was in junior high school, perhaps even earlier, but I found myself hard pressed to state a rule for some of them. Memorizing the rules would not help students understand what they were doing.

That night, I asked my son, who was in the class, whether Ms. X had ever given them any concrete representations of any of these operations. My son asked what I meant, so I gave him several examples: moving both ways on a number line, credits and debits to a bank account, and so on. He said no, she just gave them rules to memorize. I learned over time that this was typical of the class.

The question you need to ask yourself is whether you would call this a good class if the students obtained high test scores at the end
of the year. My answer is an emphatic no. It was a lousy class, and I would have pulled my son out in a heartbeat without even asking about test scores if I had been given the option. I doubt that what is called a summative test-an end-of-year test designed to measure the full year of learning-would have captured even how well the students learned to perform those arithmetic operations. After all, these students were in the highest-achieving track in the highestperforming middle school in one of the highest-performing districts in the state. They would do just fine on the test. All of the other factors that contributed to the students' strong performance would have masked the low quality of instruction.

But that's only one reason to look beyond test scores. A second is that the class was terribly dull, elicited little real thought and discussion from the students, and no doubt contributed to the all-toocommon feeling that math is something aversive-best avoided when possible. That's why I would have pulled my son out, had I been given the opportunity. I would be hard pressed to find a clearer counterpoint to the excitement, intellectual engagement, and positive affect I had seen in Norka Padilla's class three years earlier.

So to evaluate the quality of Ms. X's class, you would have to go beyond measures of student learning and look at the other two of the Big Three: practice and climate. In this case the two were intertwined: Ms. X's practices were pedagogically weak, and they contributed to an aversive, boring atmosphere in the class. And measuring the quality of practice directly-rather than trying to infer it indirectly from test scores-has yet another benefit: it can help to tamp down inappropriate test preparation and score inflation. I'll come back to this.

I'll add one more to the Big Three: what are often now called "soft" or "noncognitive" skills-attributes such as persistence, the ability to work well in groups, and so on. E. F. Lindquist, the same pioneer of achievement testing who warned that tests must be used in conjunction with local measures of learning, also cautioned-more than half a century ago-that skills of this sort that can't be captured by standardized tests are a critically important goal of education.

This may strike some hard-headed advocates of accountability as "soft," but recent research has begun to confirm the wisdom of Lindquist's advice: soft skills affect how well students do long term, even after they leave school. And research suggest that teachers' influence on these soft skills is distinct from their impact on students' scores. For example, a 2016 study by Kirabo Jackson, an economist at Northwestern University, showed that teachers vary in their impact on absences, suspensions, high-school completion, and later college enrollment, separately from their influence on test scores. ${ }^{12}$ While it is not at all clear yet how measures of these dispositions can be incorporated into an accountability system, it is certain that we want to encourage teachers to help students develop them, and holding teachers accountable for scores won't accomplish this. To make this concrete, think again about math log. One of the many reasons I was impressed by math $\log$ is that it seemed to foster both cognitive skills, reasoning about mathematics and explaining that reasoning, and softer skills: enthusiasm for mathematics and working well in small groups.
2. We need to measure the Big Three well. Let's assume we have agreement that we need to measure the Big Three. Disagreements will arise in deciding how to measure them.

One of the main motivations for placing so much emphasis on standardized test scores was the notion that educators can't be trusted to evaluate schooling or other educators. This same view seems to dominate recent efforts to measure practice and climate. In both cases, policy makers and researchers have turned to standardized measures-that is, methods that minimize the role of judgment by posing predetermined questions and providing uniform ways to score the answers. Practice is often measured with standardized observational systems such as the widely used CLASS (Classroom Assessment Scoring System) developed at the University of Virginia. As the university's website explains, "The CLASS ${ }^{\text {TM }}$ tool includes four cycles of 15-minute observations of teachers and students by a certified CLASS ${ }^{\text {TM }}$ observer. Those observations are then rated using a manual of behaviors and responses. . . . Research conducted in over 3,000 classrooms concludes that from Pre-K
programs into the third grade, children in classrooms with higher CLASS ${ }^{\mathrm{TM}}$ ratings realize greater gains in achievement and social skill development. ${ }^{33}$ CLASS is a measure that is applicable to any class, while other popular measures, such as the MQI (Mathematical Quality of Instruction) system developed by Heather Hill and colleagues at Harvard and the University of Michigan, focus on subject-specific instructional practices. For my purposes, what is most important about these measures is that they attempt to standardize the evaluation of practice, minimizing the role of judgment.

Increasingly districts are also turning to another type of standardized measure of practice and climate: surveys of students. As of 2015, thirty-three states either required or permitted including student surveys in teacher evaluations. ${ }^{14}$ For example, the Tripod student survey, which was used in the Gates Foundation's influential Measuring Effective Teaching study and is administered in many districts, measures student perceptions of both their teachers' pedagogy and classroom climate. Students as young as third grade are given a variety of statements and asked to specify how true each one is. These examples give an idea of the range:

- My teacher gives us time to explain our ideas.
- Students behave so badly in this class that it slows down our learning.
- School work is interesting.

There are strong arguments in favor of relying on standardized measures of practice and climate. Standardization has the same advantages in these domains as it does in assessing student learning. If standardization works, a given score on a test or an observational measure of practice will have much the same meaning regardless of which school the student attends or which rater grades the work. Student surveys might seem more questionable-should one place more faith in evaluations by nine-year-olds than in those by trained professional inspectors?-but they have their advantages as well. Students can respond to the entirety of their experience in the class, while standardized observations and inspections
are limited to a small sample of class time, which may happen to be atypical in some instances.

It has been well established that standardized measures can capture some of what is important in classrooms. Nonetheless, there are reasons not to put all of our eggs in that basket. To start, we don't yet know enough about how well the currently popular measures will work as part of a system in which they are a focus of serious accountability pressure-in particular, how severe both the distortions of practice and the corruption of the measures themselves will be. A given measure may work very well under ideal circumstances and nonetheless perform poorly under the pressure of accountability. After all, achievement tests work well in the absence of accountability pressure, but as you have seen, they often function terribly when the pressure to raise scores is strong.

Yet another reason not to trust that standardized measures will get us where we need to go is that they are almost certainly insufficient. A new study illustrates this concretely. In the 1990s, as part of TIMSS, researchers videotaped mathematics lessons in seven countries, including Japan. Because Japan is always one of the highest-scoring countries, the videos of Japanese lessons have been widely used as examples of effective mathematics instruction and are frequently contrasted with the practices recorded in American classrooms. I'm not a specialist in math education, but I too find a good deal to admire in the Japanese lessons. A doctoral student at Harvard, Katie Lynch, evaluated how these Japanese lessons rate on commonly used standardized measures of instructional practice. She had trained raters score the TIMSS videos using both CLASS and the MQI. Her findings were startling: the standardized measures showed the American lessons to be superior to the Japanese ones on many dimensions. For example, while the Japanese lessons scored highest on one CLASS dimension, analysis and problem solving, they scored lower than the US lessons in content understanding, quality of feedback, and instructional dialogue. On the MQI, the US lessons scored far higher than the Japanese lessons on the dimension of whole-lesson mathematical quality of instruction. ${ }^{15}$ I doubt anyone who studies instruction will greet these findings by deciding that math instruction in the United

States is better than that in Japan after all. Nor is this an indication that the CLASS and MQI fail to measure important aspects of instruction. We have ample evidence that they do. A more reasonable explanation-although I am speculating-is that the standardized instruments were simply not sufficient to capture some of what is important.

None of this is an argument against using standardized measures of practice and classroom climate. Rather, I'm warning that we shouldn't assume that they will suffice and that we can't again make the mistake of ignoring Campbell's Law when using them.

The alternative to relying-or relying solely-on standardized measures is to do what the Dutch and Singaporean systems do: give a substantial role to the judgment of professionals. I doubt we will ever have an adequate system for holding educators accountable if we don't take this step. Education is simply too complicated to reduce it to a limited, predictable set of measures.

But which professionals? In the ideal world, much of this role could be given to school principals, but there are a number of reasons to be skeptical that this would be enough. The first I mentioned in an earlier chapter, and it applies to most public education systems: subjective evaluation of personnel is particularly risky in the public sector because the evaluators don't have money on the table and can more easily be tempted to base their evaluation on personal preferences rather than relevant performance. In addition, if the point of monitoring is to evaluate schools as well as individual teachers, principals will have an incentive to rate their staffs well. Two other reasons are specific to our system. First, a great many American principals haven't been trained to take on this responsibility. Second, years of test-based accountability have created perverse incentives for principals. They have been pressed to worry about how quickly scores increase but not to worry about how that is accomplished. Moreover, unrelenting pressure to raise scores has begun to corrupt the very notion of good teaching, and there is no reason to assume that principals-many of whom are promoted directly from the ranks of teachers-have been immune to this rot. Undoing this damage is likely to be both time consuming and difficult.

To make evaluations based on professional judgment meaningful
and productive will therefore require three big steps: changing the incentives facing principals, retraining many of them, and relying in part on evaluations by professionals from outside the school. The last is precisely the approach followed in the Netherlands: evaluations of schools are conducted separately by both school personnel and the inspectorate.

I won't downplay how difficult it will be to do this well or how serious the risks are. Any system that relies on subjective judgment is open to both inconsistency and bias. Evaluations of this sort are costly and time intensive, and this increases the risk that observations will be too limited and may capture atypical lessons.

And inspections and observations too can be gamed. Some years ago I gave the opening talk at a meeting on educational accountability in the Netherlands. I noted how severe Campbell's Law has been in American test-based accountability, and I speculated that inspections might be a way to lessen this problem. After lunch, an official of the Dutch inspectorate who had missed my talk gave a presentation in which his first slide was a picture of a can of Campbell's soup. The theme of his talk: how teachers game inspections.

In addition, while imposing some oversight by outsiders may be necessary, it won't suffice if the incentives are designed incorrectly. Some years ago a colleague of mine was given permission to shadow "quality reviewers," outside observers-much like inspectors-sent by the New York City Department of Education to observe schools. I asked her to let me know if she saw them trying to counter bad test prep. She found the reverse: some of the reviewers distributed bad test prep materials. They saw their role as helping teachers raise scores-the primary measure of quality in the district-not making sure that they raised scores by means of better teaching.

So here again we face truly painful tradeoffs. Expanding what we measure and relying on professional judgment are necessary both to obtain a better view of the quality of schooling and to help balance incentives. Yet doing so will impose sizable burdens, including substantial financial costs and a large commitment of time to train and retrain the people doing the evaluation. And it will entail substantial risks-in particular, the risk of inconsistent and
even biased subjective judgments. Minimizing these downsides will require careful design, ongoing monitoring of the system, and, undoubtedly, midcourse corrections. These costs, however, have to be compared with the damage created by our current system.

## 3. We must build a sensible accountability system. Measur-

 ing a broad range of important things is an essential first step, but it's not in itself enough to create reasonable incentives. I'll suggest four additional steps.The first may seem self-evident, but it is routinely ignored regardless: the system has to emphasize what's important. The weight we give to various measures should, as much as possible, reflect their actual importance. It simply won't suffice to tell districts that they need to throw in one or more measures in addition to test scores. Unless the others are made to matter, test scores will still trump all the others. If the quality of instruction and classroom climate are truly important-and you can tell from the examples I have given that I believe they are-educators need to know that they really count.

The second step is to create the counterbalancing incentives that were largely lacking in the Soviet system and in our test-based accountability systems. Think of a hose that has a weak spot and starts bulging, threatening to burst, when the water is turned on. The sensible thing to do is to take some step to prevent the hose from bursting, such as wrapping the weak spot in duct tape. That bulge is analogous to the undesirable side effects that Campbell's Law tells us to expect. Applying pressure to control the bulges is analogous to imposing counterbalancing incentives.

The most obvious and biggest of the bulges, given the way we have been running schools, is inappropriate test prep. The first application of duct tape is making certain that whoever monitors a classroom-whether with some standardized instrument or by using judgment-is charged with evaluating aspects of good instruction, not just activities that will raise scores. However, given how badly corrupted instruction has become, I doubt that would be enough. The second application of tape would be charging the observers to check directly for inappropriate test prep.

Of course, teachers can easily game observations if they knew when the observations they will happen. One of my students, a former teacher, recently told me an anecdote about this. She taught in a school in which test prep dominated "instruction" day after day. One day, when an important outsider was scheduled to visit, the vice principal went to the teachers and told them to put aside test prep for the day and teach instead. (The point of the student's anecdote was something even worse: the corruption of the idea of teaching I described in an earlier chapter. One of her colleagues appeared puzzled because she believed that test prep was teaching.)

How can we reduce this gaming? Unscheduled observations would help, but they won't be enough, particularly to the extent that observers use known, standardized instruments. Teachers can prepare lessons that will score well and have them ready for unscheduled visits. Still, unexpected observations are an essential step. And as I mentioned, for all the questions raised by using surveys of students, they may help address this particular problem.

A third response to gaming observations requires looking well beyond what happens on any single day in the classroom. Bill Schmidt at Michigan State, who has devoted much of his career to international comparisons of both student achievement and curricula, argues that in many countries, evaluations of schooling include monitoring how well educators are teaching the intended cur-riculum-that is, the curriculum that is supposed to be taught. As you have seen, one of the most common inappropriate responses to test-based accountability has been to stop teaching the entire intended curriculum, cutting back on or entirely dropping whatever happens not to be on the test. The test essentially replaces the intended curriculum. To tamp this down, one has to compare what is called the "implemented curriculum"-that is, the content that is actually taught in a school-to the intended. Checking this would require that from time to time someone would have to examine teachers' syllabi, and often some of their lesson plans.

Monitoring how well the curriculum is taught is essential for a second, perhaps even more important reason: it is one way to combat the impoverishment of instruction in untested subjects that test-based accountability has caused. Recall that a common
response by educators to testing in a limited number of subjects has been to take time away from other subjects, sometimes virtually or entirely eliminating them from instruction. No one in the current system has any incentive to tell teachers that a week of social studies isn't enough or that art class shouldn't be used to drill kids with math test prep materials.

A corollary is that we need measures that are not too closely aligned with each other-that is, that are not too similar. For those of you who are familiar with the last few decades of reform, this may seem to be a peculiar suggestion, as the education policy world spent a decade or more asserting in nearly perfect unison that the key to successful education was having everything-standards, curricula, instruction, and tests-closely aligned with each other. The ideal was that each of these should predict the next as well as possible, with no surprises. For example, some years ago I was in a position to suggest to a state education department items that they might use in their tests. One of the state's math standards explained a skill that students should have and happened to illustrate it with an example with two equations. I proposed an item that clearly focused on the skill but included a single equation. The staff of that state education department rejected the item, saying that the example that accompanied the standard showed two equations, not one. The real world, however, was never all that closely aligned with any of the standards or the test. After leaving school-and indeed, even while in school, if they move across state lines-students encounter the need to show knowledge and skills in forms that don't match the particulars of the state where they first went to school. If the students in this particular state later encountered a need for that particular mathematical skill, she couldn't count on confronting it only in situations involving exactly two equations. More generally, students haven't really mastered something unless they can demonstrate that mastery when faced with unfamiliar details. An excessive focus on alignment was just a recipe for Campbell's Law-specifically, for reallocation, coaching, and score inflation. ${ }^{16}$

What would it mean in practice to have measures that are not too tightly aligned? Two things. First, each measure in the system
should be designed to capture important things that others miss. We don't need observations to tell us whether Norka Padilla and Ms. X successfully taught computational skills. Tests can do that. We need observations or other measures to capture the things that tests don't measure well, which in this case are the things that made their two classrooms so dramatically different in quality. We can use a test to find out whether the teacher of the Brookline student taught him the established scientific findings, the meanings of scientific terms, and some basic principles of scientific inquiry, but we need to see his work to judge how well he had learned to conduct experiments. The second and less obvious implication is that when different measures assess similar things, they should usually do it differently. For example, if we want students to be able to deal with simple linear equations, we shouldn't always confront them with equations in the form $y=m x+b$, and if we are concerned about students' ability to write, we need to give them tasks that aren't too similar to the tasks and scoring rules used in the end-of-year test.

Finally, targets have to be reasonable: the goals facing educators have to be ones that they can reach by legitimate means. This requires practical targets for both the amount of improvement and the time allowed to accomplish it. The time span must take into account the year-to-year fluctuations in scores that arise from both differences among cohorts of students and the often unavoidable trial-and-error in improving instruction, because ignoring these makes annual targets a recipe for failure. There is room to argue about how best to determine what is reasonable, but the principle is inescapable. If we demand more than educators can deliver by teaching better, they will have to choose between failing and cutting corners-or worse, simply cheating. This may sound obvious as a general principle, but in practice, it will be both controversial and difficult to implement. To begin, demanding big and rapid gains makes for good press and often good politics, so persuading policy makers to be realistic won't always be easy.

I noted in the last chapter the more difficult challenge: setting reasonable targets means setting varied targets. Reducing ineq-
uities in education has to remain one of our primary goals, but simply wishing away performance differences among schools and among kids within schools was more than unrealistic; it was destructive. It created enormous pressure to cut corners and to cheat, and it undoubtedly is one of the principal reasons we have seen fraudulent reductions in the gap between advantaged and disadvantaged students.

Here I really need my second arm: no one can yet say with any assurance how best to set realistic, varied targets while still creating the needed pressure to improve the schools serving kids who now do poorly. It's not that we lack ideas, and I will give a few suggestions in a moment. The problem is that we don't yet have good evidence about what will work best, in part because the law has largely forbidden states and districts to try and evaluate ways of doing this.

My first suggestion for how to address this dilemma works only for the subjects for which we have good tests: set goals based on students' growth, not the level of their performance. If the goal is to reduce inequity-and if one is satisfied with the progress of higherscoring students-the targets for growth can be made more stringent for low-achieving students, as long as they remain practical and needed supports are provided. Turning back to my own time teaching remedial reading poorly: it would have been entirely reasonable to have pushed me to increase modestly the rate at which my dyslexic kids improved from one grade to the next, provided that I was helped to learn better pedagogical methods. This approach has numerous drawbacks: for example, annual growth estimates are very unreliable, and different ways of measuring growth often give different answers. Still, it is more reasonable than the current approach; it would have accomplished nothing productive at all to tell me that my students had to be "proficient" within a few years. They weren't going to be, unless I cheated.

But what about the great majority of teachers for whom there are no good tests that allow monitoring growth? This is another instance in which I believe we will need to rely to some extent on human judgment. How much improvement one can realistically
expect depends a great deal on the context. To pick just one example, schools with high rates of student turnover will usually find it harder to make improvements than those serving more stable communities. Similarly, weak teaching contributes more to poor student performance in some schools than in others. I don't see how we can set reasonable targets-and how we can put the needed pressure on schools doing an inadequate job of serving low-scoring students-if we don't bother trying to sort this out.
4. Use tests sensibly. Time after time, as bad news about testbased accountability began to accumulate, its advocates have insisted that if we just substituted better tests-what they considered "better" varied from one instance to another-the system would right itself. They maintained that the negative effects on instruction and score inflation would be brought under control and that we would finally get the promised improvements in learning. This didn't happen, as you have seen. While I don't want to disparage efforts to improve tests, these arguments have missed the main story. The chief problem was never the tests themselves. It was the misuse of tests, which was often worsened by successive reforms.

I've already noted a number of steps toward a more sensible use of tests. We shouldn't rely on tests when we don't have appropriate and sufficiently high-quality tests to use. As much as is practical, we need to avoid relying on arbitrary performance standards, and we need to set realistic goals for improvement. We need to use test scores in conjunction with a wide variety of other measures, and we need to balance the incentives to raise scores. We need to take steps to reduce inappropriate test prep. Here I'll note a few more.

While improving the tests themselves won't solve the problems of test-based accountability, we do need to make one change in the design of assessments: we need to make them less predictable in order to whittle away at inappropriate test prep. In the distant, low-stakes past, predictability in a test wasn't as big a deal because teachers didn't have much of an incentive to teach to the tested sample rather than the entire domain. In fact, schools would routinely use the exact same test booklets for years, and test vendors released new editions only at intervals of six or seven years. Be-
cause of accountability pressures, predictability now matters a great deal, and even though states now use new test forms every year, the new ones often look a great deal like the old, right down to using $b$ for the slope in $y=m x+b$. You've seen how educators and test prep firms have responded. To lessen this problem, we have to make tests less predictable. Here again, I need my second arm. There are technical constraints that limit how much we can vary the content of tests. Moreover, because no one worried about predictability until very recently-and most people in the field still don't, even though the reasons to worry are painfully obvious-we have only begun to work out the practical details, and it is not yet clear just how big a dent in Campbell's Law this can make.

My other recommendations are all matters of test use, not design.
We need to stop pretending that one test can do everything. It's now common to claim that a test designed and used for accountability can also provide honest monitoring of progress and good diagnostic information for teachers. This is hardly surprising; accountability testing has already swallowed a great deal of school time, and with our current incentives, few people want a second measure that might distract from the all-important goal of ratcheting up scores on the accountability test. However, it just isn't so, particularly given the pressures in our system to raise scores. As you have seen, Campbell's Law has made scores on accountability tests misleading-often dramatically misleading-indicators of progress. And using the high-stakes test to diagnose students' weaknesses strengthens the already intense incentives to focus instruction on details of that test, further worsening Campbell's Law.

A corollary is that we need to curtail sharply the use of the "interim" or "benchmark" assessments that are widely used to predict how students will score at the end of the year. Many of these tests are just facsimiles of parts of the end-of-year summative test, designed to mirror not only the content of the summative test but also how that content is presented. Currently students in many districts spend a huge amount of time over the course of the school year taking them. This is a waste of instructional time, and it is a recipe for score inflation. Obviously, tests used during the course of
the year should reflect the same curriculum-the same domainas the summative test, but they shouldn't be mirror images. They shouldn't be test prep.

Finally, a recommendation for a truly fundamental shift: we should consider turning the current approach on its head and treating scores as the starting point rather than the end of evaluation. I've stressed repeatedly that scores alone, whether high or low, aren't enough to tell us why students are performing as they do. Low scores, however, are an indication of likely problems. Rather than treating these low scores as sufficient to label a school a failure, we could use them to target other resources used for evaluation. The Dutch Inspectorate does precisely this: low-scoring schools are more often inspected.
5. Provide support to teachers. Teachers can't do it all-especially teachers in many low-performing schools. This fact is widely accepted in principle, but it is often ignored in practice. We will need to take this far more seriously than we have if we are to achieve the large gains in student learning, and in particular the big improvements in equity, that reformers have promised us for years.

The supports we should provide are of three types. The first is better initial training-called "preservice" training in the fieldand retraining for teachers already in the workplace. Many teachers simply don't have the skills needed to produce the improvements we want, particularly for disadvantaged children. It's telling that despite the much greater selectivity of the teaching field in Singapore, the primary function of the country's labor-intensive EPMS system is the improvement of teachers' practices. There is nothing new about this recommendation. For decades, American experts in teacher training, such as Linda Darling-Hammond, have been pointing to the need for better training and internships.

The second category is in-school supports: supplementary classes, longer schooldays, smaller classes, and the like. The third is out-of-school supports. One that has received a great deal of attention in recent years is high-quality preschool, which can improve the long-term prospects of disadvantaged kids.

Why are recommendations for more support controversial? One reason is money. It is vastly cheaper to buy a test, set arbitrary tar-
gets, and pretend that the problem is solved. A second is timing. It takes time for these supports to work. Test scores can be improved very rapidly-even in the space of only two or three years-if one turns a blind eye to fraudulent gains.

There is one additional, less obvious reason why the importance of support might be controversial: its implications for setting targets. Just as the improvements we can reasonably expect depend on the circumstances confronting any given school, they depend on the amount of support we are willing to provide to the educators who work in it. For example, consider two hypothetical elementary schools that are located in very poor neighborhoods and that largely serve highly disadvantaged students. Assume that the teachers in the two schools are comparable in quality. Students in the first school have access to high-quality preschools, health screening, and a school breakfast program. The second school has none of these. It would be unrealistic to expect students in schools like the second to match the performance of kids in schools like the first, and expecting similar performance would necessarily cause you to conclude-falsely-that teaching in the second school is of lower quality. Once again, this points to the importance of knowing about the context in which a school operates and to the need for professional judgment.
6. Monitor and make midcourse corrections. I've repeatedly said that one of the most important reasons for the failure of testbased accountability was the reformers' unwillingness to evaluate their policies before imposing them wholesale on teachers, principals, and kids. We can't make that mistake again. We need to test out new approaches before we take them to scale. We need to monitor and evaluate these approaches-routinely-once they are put in place. And we need to make midcourse corrections when problems are uncovered, as certainly will happen.

What do we need to look for? I'll single out a few particularly important things.

To start, we need to monitor directly the effects of reform on teachers' practices and other aspects of schooling. We can't repeat the mistake of assuming that increases in test scores or other outcomes for which educators are held accountable signify improved
practices. On the positive side, we need to evaluate the extent to which the changes we hope for are actually made. On the negative side, we need to look for the inevitable distortions of practice that Campbell's Law describes.

Then we need to be on the lookout for the second part of Campbell's Law: the corruption of the measures used for accountability. Just as test scores became inflated as a result of test-based accountability, other measures used in its replacement will inevitably be threatened to some degree. We need to monitor the extent of that corruption, and we need to identify the contexts in which it is particularly severe-just as we have learned that schools serving disadvantaged students suffer more severely from Campbell's Law under the pressures of test-based accountability.

And-here I need my second arm yet again-the uncertainties and tradeoffs entailed in my own recommendations point to things that we need to monitor. I'll note two that are particularly important. First, many of the supports I suggested are expensive and labor intensive, and this makes careful evaluation of their impact essential. Second, the tradeoffs and uncertainties that accompany the use of professional judgment are well known, and it won't be clear at the outset how well a new system will minimize the undesirable side effects.

Monitoring and evaluation, however, won't help unless we have a clear commitment to making changes as unwanted findings come to light. When Campbell's Law appears, we need to take steps to tamp it down. If we find that some forms of expensive or burdensome support don't have much payoff, we need to modify or abandon them. If evaluators are ineffective or abuse their power, we need to change the way we use professional judgment.

It may be politically difficult to make this commitment. A program is easier to sell if one doesn't admit doubts about it, and midcourse corrections can be both politically costly and disruptive. But it can be done. Earlier I noted that years ago Vermont embarked on a truly innovative program of using portfolio assessments in addition to standardized tests. When Rick Mills, the commissioner of the Vermont Department of Education, proposed the portfolio program, I told him that because he was breaking new ground, he
shouldn't believe anyone who claimed to know with any certainty how well the program would work. His response was to explain this publicly and often and to commit his department to making changes as needed. And he stuck to it. He allowed my group at RAND to monitor the functioning of the program without any restrictions. When we encountered a serious problem-teachers' evaluations of the portfolios were so inconsistent that the scores couldn't be used for many of their intended purposes-he called a press conference in which he released our findings and then turned to changes that he would make in response. (He also put me on the spot: cameras rolling, he introduced me as head of the evaluation group and said, "Ask him whatever you would like.")
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## WRAPPING UP

Almost thirty years before I started writing this book, I predicted that test-based accountability-then in its early stages, and still far milder than the system burdening schools today-wouldn't succeed. I said that many educators would face only three options: cheat, find other ways to cut corners, or fail. As successive waves of "reform" ratcheted up the pressure to raise scores, the risks only became worse, and others and I repeated the warning.

Educators have done all three. I take no comfort in having been right.

$$
\bigcirc \bigcirc \bigcirc
$$

But neither anyone else in the field nor I correctly predicted just how extreme the failures of test-based reform would be. I anticipated cheating, but not on the scale of the scandals that have begun to come to light. I expected that many teachers would resort to bad test prep, but I didn't anticipate that states and districts would openly peddle it to their teachers. I expected that test prep would displace some amount of instruction, but I didn't foresee just how much time testing and test prep would swallow or that filling students' time with interim tests and test prep would become the new normal. And I didn't foresee that test-based accountability would fundamentally corrupt the notion of good teaching, to the point where many people can't see the difference between test prep and good instruction. I predicted score inflation, but I found its magnitude in some settings jaw-dropping. It never occurred to me
that teachers would be "evaluated" based on the scores achieved by other teachers' students or that districts would have scramble to find any tests they could just so that they could claim to be evaluating teachers, even those teaching physical education or the arts, based on scores on standardized tests.

## $\bigcirc \bigcirc \bigcirc$

I'm far more interested in charting a better way forward than in pointing fingers, and as I have made clear, I have no interest in impugning the motives of the people responsible for the current system. On the contrary, many of them had the best of intentions. However, we need to look back at the causes of the failures in order to avoid repeating them in the future.

Looking back on the past three decades of test-based accountability, I have to qualify my early prediction that many teachers would fail. In an important sense educators didn't fail. Teachers and principals didn't manage to make the improvements in education that the policy makers claimed, but they did precisely what was demanded of them: they raised scores. Reformers may take umbrage and say that they certainly didn't demand that teachers cheat. They didn't, although in fact many policy makers actively encouraged bad test prep that produced fraudulent gains. What they did demand was unrelenting and often very large gains that many teachers couldn't produce through better instruction, and they left them with inadequate supports as they struggled to meet these often unrealistic targets. They gave many educators the choice I wrote about thirty years ago-fail, cut corners, or cheatand many chose not to fail.

## $\bigcirc \bigcirc \bigcirc$

This is not to say that educators are blameless, but if one wanted to ascribe blame, one would have to start far higher up the chain of command. The roots of the failures I've described go right to the top. Placing all the blame on educators would be more than mistaken; it would obscure much of what we need to do differently. We need changes in behavior-and incentives that will induce them-from top to bottom.

We should ask: why has this gone on so long? Apart from details, much of what I wrote in the first nine chapters of this book is old news. We have known for decades that teachers were being pushed into using bad test prep, that states and districts were complicit in this, that scores were often badly inflated, and even that score inflation was creating an illusion of narrowing achievement gaps. The first solid study documenting score inflation was presented twenty-five years before I started writing this book. The first study showing illusory improvement in achievement gapsthe largely bogus "Texas miracle"-was published only ten years after that.

In good measure, the failures of the current system have festered as long as they have because many of the advocates of test-based accountability simply didn't want to face the evidence. Certainly, some of those making decisions weren't aware of the evidence, and a few who were aware struggled within the constraints of current policy requirements to respond to it. However, many of the advocates were aware of the evidence but found ways to discount it-like the superintendent who said to me that he knew that there wasn't score inflation in his district because the gains were so large. Others persuaded themselves that however badly previous attempts at test-based accountability had worked, this time they had it right.

And I suspect many of them knew that test-based accountability isn't optimal but considered it good enough-and far less expensive and burdensome than better alternatives. That turned out to be a naive hope and a costly mistake.

Why now? Given how resilient test-based accountability has proved in the face of the bad news that has been accumulating for fully a quarter of a century, it's easy to be pessimistic that this ship can be turned around. Why push now for a change of course?

ESSA, the replacement for NCLB, doesn't represent anywhere nearly a big enough change of course. It maintains many of the core elements of the test-based reforms that preceded it, including NCLB. The specific changes included in ESSA-including the important ones, such as requiring states to use at least one indicator
other than scores-are just very small steps, as a comparison with the recommendations in the previous two chapters makes clear. For example, ESSA only slightly broadens the focus from test scores, does nothing to confront Campbell's Law, doesn't allow for reasonable variations among students, doesn't take context into account, doesn't make use of professional judgment, and largely or entirely (depending on the choices states' departments of education make) continues to exclude the quality of educators' practice from the mandated accountability system.

Yet ESSA provides a reason to be guardedly optimistic: its enactment stemmed in some measure from a growing dissatisfaction with simple test-based accountability. NCLB was enacted with a remarkable degree of bipartisan support, but over time it lost most of its fans, and it's not an exaggeration to say that by the end it was detested by many people in the education world. Some of the criticism of NCLB in its latter days focused on the core failings of test-based accountability-in particular, the extent to which the pressure to raise scores had come to dominate schooling. It's remarkable that even Arne Duncan, who arguably did as much as any one person during the past decade to increase the pressure on educators to raise test scores, conceded that "testing issues today are sucking the oxygen out of the room in a lot of schools." Even though ESSA won't in itself do enough to reduce the distortions created by test-based accountability, this dissatisfaction with the past offers some hope that ESSA represents the beginning of a shift to a more sensible and productive approach.

And ESSA is not the only sign of growing dissatisfaction with test-based accountability and its effects. Many parents have become fed up with having their children in schools that are so dominated by testing. Perhaps the clearest sign is the "opt out" movementparents who refuse to let their children take some standardized tests. This movement is still spotty. In many locations there is no real sign of it. However, in others it has profoundly disrupted highstakes testing. In New York, for example, where the movement was the focus of a substantial media campaign, about one-fifth of the state's students didn't take the states tests in grades 3 through 8 in 2015 and 2016. While still limited in its reach, the opt-out move-
ment is national in scope, and it has clearly touched a nerve. This may give more impetus to policy makers to consider alternatives to the current system.

## $\bigcirc \bigcirc \bigcirc$

Let's be optimistic and assume that ESSA and the opt-out movement are early signs of a growing dissatisfaction with test-based accountability and that we will finally have a chance to work on better alternatives. In the previous two chapters I've outlined both principles for doing better and a number of specific suggestions, but I'll end with a few themes that pervade both.

We need to approach the task of improving education with a great deal more humility than we have for the past three decades. Under the best of circumstances, education is an extraordinarily complicated system, and the scale and decentralization of the American system make it all the more so. There is a great deal we don't yet know about how this cumbersome and complex system will respond to new policy initiatives or new forms of practice. And like any other complex system, it will impose tradeoffs, often very painful ones. Some we can anticipate; others will surprise us. And there are many different ways to implement the suggestions I've made. Some will work better than others. None will work perfectly, and few if any will work as well as we would hope.

How can we best respond to these uncertainties? To start, we shouldn't-once again-overpromise. It's tempting and politically useful to claim that we have a new approach that will produce huge gains in performance, but doing so is both naive and destructive. We should set reasonable goals and try out a variety of specific approaches for meeting them, rather than pretending that we know in advance which will function best and how much improvement they will generate.

I do mean "try out," not "try." We're in the same position that Rick Mills was in when he introduced portfolio assessments in Vermont: to some extent we'll be plowing new ground, and we owe it to kids and their teachers to evaluate the specific options that states and districts design, discard the bad ones, and tinker with the better ones before implementing them wholesale.

And the need to monitor, reject, and revise won't end even then. One reason is that some of our plans, however well thought out, won't work. Campbell's Law is another reason: people will be inventive in finding the weaknesses in any system, and new bulges will keep appearing in the hose. And on the positive side, educators and others will continually generate ideas for doing better, and these new innovations will in turn need to be evaluated and revised. It's no accident that the governments of both the Netherlands and Singapore, which already had educational systems that produce very high achievement, have both made substantial changes to their management of schools in recent years.

Will it be difficult to implement these suggestions? Yes, very, and expensive as well. Is there room to argue about how best to put them into practice? A great deal, and we will undoubtedly make some mistakes regardless of wins those debates. And progress won't be fast; it will take quite some time simply to repair the damage that test-based accountability has produced, let alone to make the sizable improvements we want. But years of experience have shown that the alternative-dodging these difficulties and tinkering with what we have-is unacceptable.
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[^0]:    * For a fascinating if depressing overview of instances of Campbell's Law in many different fields, See Richard Rothstein, Holding Accountability to Account: How Scholarship and Experience in Other Fields Inform Exploration of Performance Incentives in Education (Nashville: National Center on Performance Incentives, Vanderbilt Peabody College, 2008), http://www.epi.org/files/2014/holding-accountability-to-account.pdf. I provided Rothstein with some examples for his monograph, and most of the examples in this chapter are described there.

[^1]:    * Some readers may realize that there is an important technical issue underlying these comparisons. That is, even in the absence of score inflation, one would expect some inconsistency in school ratings across tests simply because the ratings are imprecise estimates, just like polls based on small samples. Of course, even if the scatter in figure 5.3 stemmed only from imprecision, that would be bad enough: it's not desirable to rate schools or teachers-and then punish and reward them-based on random noise. However, our ongoing work indicates that cause of the inconsistency in Houston was not just noise. It was also bias-inflation-in schools' TAAS scores.

[^2]:    My coauthor for this chapter is Aliya Pilchen, who as a student in a seminar at Harvard carefully documented most of the cases of cheating described here.

[^3]:    * I'm indebted to Luke Dorfman, who as a participant in a seminar at Harvard reviewed the books I cite in this section.

[^4]:    * The largest difference between the two assessments in mathematics appears to be the emphasis given to content strands: both are constructed of the same five strands, but the two tests give substantially different weight to some of them. However, this doesn't account for the difference in trends. I recomputed NAEP trends after assigning the TIMSS weights to each content strand. This did not appreciably change the NAEP trends.

